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A graph (7 is said to be k-chromatic if its vertices ean be split into &
classes so that two vertices of the same class are not joined (by an edge)
and such a splitting into & — 1 classes is not possible. The chromatic
number will be denoted by H (/). A graph is called ecomplete if any two
of its vertices are joined. Denote by K () the number of vertices of the
largest complete subgraph of G. The complementary graph G of ( is defined
as follows: @ has the same vertices as ¢ and two vertices are joined in @
if and only if they are not joined in G. A set of vertices of G i3 called
independent if no two of them are joined. I(G) denotes the greatest in-
teger for which there is a set of I(G) independent vertices of . We evi-
dently have

H(G) = K(G) = I(G).

Throughout this paper ¢, will denote a graph of » vertices, ¢, ¢, ...
will denote positive absolute constants. Vertices of ¢ will be denoted
by X, X,,..., 6—X, —... — X, will denote the graph & from which
the vertices X,,...,.\, and all the edges incident to them have been
omitted. (X, ..., X,,) denotes the subgraph of ¢ spanned by the ver-
tices Xy, o9 X

Tutte and Ungar (see [2]) and Zykov [10] were the first to show
that for every I there is a graph G with K(G) = 2 (i.e. @ contains no
triangle) and H (@) = I. T proved [6] that for every n there is a ¢, with
K(@,) =2 and H(G,) > en'[logn. On the other hand, it easily follows
from a result of Szekeres and myself [7] that if KA (G,) = 2, then
H(G,) < e,n'.

It is an open and difficult problem to decide if for every » there is
G, with K(G,) =2 and H(G,) > ¢,n'* (P 573).

In the present note we prove the following

TueorEM. For every n there is a G, satisfying

H(Gy) _ C3n
K(G,) ~ (logn)’
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But, on the other hand, for every @, we have

() I{(G:,,) en N
K(G,) (logn)?
It seems likely that
: H(G,) "
(3) lim max(—r-——)/—-- = (-
nsos \ G, \K(G,)!/ (logn)?

exists (P 574), but I have not been able to prove (3). By the methods
of this note it would be easy to prove that

(log2)* . . ( H(6G,) n
—=—" < lim inf 111(1\(—7 = )/
4 P a, \I(G,) log n)*
- H Gn / ) 9)2
= llm sup {max log:
T el f ¢, \K(G,) (logn)? g

First we prove (1). It is known [5] that for every »n > n, there is
a graph ¢/, so that

’log‘ n _
4 K(G,) = . K(G,) =
(1) C(la) < lng_f : C(Gu) lng..f

2 log "

I'rom the definition of the chromatic number we immediately ob-

tain that for every graph @,
n n

1(G,)  K(G,)

The proof of () is immediate since the vertices of &, can be decom-
posed into H((/,) independent sets or » < H(G,)1(G,).

(4) and (5) immediately imply (1).

To prove (2) we first prove two simple lemmas.

LeMMa 1. Let (“T‘) = n. Then uv > es(logn)2.

(5) H(G,) >

Without loss of generality we can assume w > o. We then have

PO DY o) 2eu\"
(6) - (n r’i.) < (_n) ” (2u)" _ ( H) .
) Gl p! v

uv > ¢;(logn)? follows from (6) by a simple computation.
In fact, with somewhat more trouble we could prove the following
stronger result:

1f (“’ 3 ) — n, then

et . t t+1
(7) min (ur) = I:T:I [_;_]'

. ; . t
where ¢ is the smallest integer for which ([z ,_,]) =0
/2
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From (7) we obtain by a simple computation

logn )2
log1 )~

wo = (1 —l—o(l)](

LeymMA 2. Let n = m = N. Assume that for every m and every sub-
graph G(X, ..., X,,) of G, we have 1(G(X,,..., X)) = 1. Then

n
H(Gy) < — +N.

Let X{Y,..., X{) be a maximal system of independent vertices
of G, (ny=I(G,). X, ..., X{) is a maximal system of independent
vertices of G,—X{" —... — X5 X e XL? — a maximal system of
independent vertices of @, —X"— ... —X)—XP— ... X7 ete. We

continue this process unftil

r
LY 2
4\.: ny >n—N.
- l

T
Dy our assumption #; =1 for all ¢,1 < <. Thur » << n/l. The
X}”, 1<j=mn;,1<4<r <mnfl, are the vertices of the i-th colour and
the remaining fewer than N vertices all get different colours. Thus Lemma
2 is proved.
Now we are ready to prove (2). It is known [7] that
K (('tm} Ju' K ((";.ru] ==
(8) ) =m.
]{((}m)_l
Thus by Lemma 1
(9) K (G) I (G) = o5 (logm)?

From (9) we infer that if s = »/(logn)?, then for every subgraph

G(YX,,..., X)) we have
i i s (logam)? co(logn)?

10 DX 1y coey ) S S e,
(10) {#i, ) K(G(Xy,..., X)) K(G,)

Now apply Lemma 2 with N = n/(logn)?, I = ¢;(logn)?/K(G,). We
then obtain
nk () "

co(logn)? (lngu)z_

(11) H(G,) <

and (2) immediately follows from (11). This completes the proof of our
theorem.

Finally we state some more problems. Denote by G(#;m) a graph
of n vertices and m edges. It is easy to see that if H(G (n; m)) = k, then

m = (';) and if m = (;), then » = k, i.e. we have the complete graph
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of & vertices. Determine the smallest integer f(l, k) for which there exists
a graph & having f(I, k) edges and satisfying K(G) <1, H(G}) = k. As
we just stated, f(k, k) = (2) and Dirac showed that f(k—1, k) = (7";:2) —b
(see [3] and [4]). It seems to be very difficult to determine f(2, k). The
graph constructed in [6] shows that f(2, k) < e¢;k*(logk)® and it is easy
to see that f(2, k) > e;k®. Perhaps

f2, k) _

Vi &=L = € <
ksoo v

exists (P 575).

Denote by ¢(n; 1) the smallest integer for which there is a G(n; g(n; 1))
satisfying I(G(ﬂ-;g(n; I))) = 1. Turdn [9] determined ¢(n;l) for every
n and I. Let g(n;k,1) be the smallest integer for which there is a
(?[H; g(nsk, ?)) satisfying

1G(ns g(ns k1)) =1, K(G(ng g(n; %, 1)) = E.

k4+1—2

By (8) we must have b1

mining g(n; k, 1) (P 576).

) = n. I have not succeeded in deter-
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