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Abstract

A set $A$ of positive integers is called a coprime Diophantine powerset if the shifted product $ab + 1$ of two different elements $a$ and $b$ of $A$ is always a pure power, and the occurring pure powers are all coprime. We prove that each coprime Diophantine powerset $A \subset \{1, \ldots, N\}$ has $|A| \leq 8000 \log N / \log \log N$ for sufficiently large $N$. The proof combines results from extremal graph theory with number theory. Assuming the famous abc-conjecture, we are able to both drop the coprimality condition and reduce the upper bound to $c \log \log N$ for a fixed constant $c$.

1. Introduction

A finite set $A$ of integers is called a Diophantine $n$-tuple if $|A| = n$ and $ab + 1$ is a perfect square for all elements $a$ and $b$ of $A$ with $a \neq b$. Diophantus of Alexandria studied such sets and found the following examples of rational numbers: $A = \{\frac{1}{16}, \frac{33}{16}, \frac{17}{4}, \frac{105}{16}\}$. Fermat found the following set of integers: $\{1, 3, 8, 120\}$. Euler found a parametric solution $\{a, b, a + b + 2r, 4r(r + a)(r + b)\}$, where $ab + 1 = r^2$. Baker and Davenport [1] proved that 120 is the only positive integer that extends the triple $\{1, 3, 8\}$ to a Diophantine quadruple. This implies that Fermat’s example cannot be extended to a Diophantine quintuple. A well known folklore conjecture asserts that there are no Diophantine 5-tuples. In this
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direction Dujella proved that there are no Diophantine 6-tuples and that there are at most finitely many Diophantine quintuples ([8], [9]). Dujella maintains an interesting web page (see [10]) on this and related problems, giving many further references.

Recently, Bugeaud and Dujella [6] obtained a uniform upper bound of 7 for the cardinality of the set \( A \) when the set of squares is replaced by the set of \( k \)-th powers of integers. A further generalization arises when, in addition, the exponent \( k \) is also allowed to vary. This leads to the following definition: We call a set \( A \) of positive integers a **Diophantine powerset** if \( ab + 1 \) is always a pure power for different elements \( a \) and \( b \) of \( A \). In view of the aforementioned results it is reasonable to conjecture that all Diophantine powersets are finite, their cardinality being bounded by an absolute constant. However, at present only the following weaker results are known. Gyarmati, Sárközy and Stewart ([18], see also [17], Theorem 6.4) showed that for sufficiently large \( N \) any Diophantine powerset \( A \subset \{1, \ldots, N\} \) has cardinality

\[
|A| < 340 \frac{(\log N)^2}{\log \log N},
\]

so Diophantine powersets are very thin. More recently Bugeaud and Gyarmati [7] obtained a slight improvement of this result, namely they proved

\[
|A| \leq 177000 (\log N/ \log \log N)^2.
\]

In their proof Gyarmati, Sárközy and Stewart defined for each \( k \) a graph where the vertices are the elements of \( A \), and an edge connects the vertices \( a_i \) and \( a_j \) if and only if \( a_i a_j + 1 \) is a perfect \( k \)-th power. Using that these graphs do not contain a cycle of length 4 they obtained (1). One may wonder whether a stronger bound can be proved by imposing a further, not too restrictive, condition on the set \( A \). The purpose of this paper is to show that this is indeed the case.

We call a set \( A \) of positive integers a **coprime Diophantine powerset** if \( ab + 1 \) is always a pure power for different elements \( a \) and \( b \) of \( A \) where in addition all occurring powers are coprime in pairs. This condition is not too restrictive since it includes the following important case. If the elements are multiples of \( P = \prod_{p \leq y} p \), where the product is taken over primes less than \( y \), then the numbers \( a_i a_j + 1 \) do not have any small prime \( p \leq y \) as a common factor and therefore many of these might be coprime. But it is known that for example the most difficult case for giving an upper bound for the number of squares in arithmetic progressions is when the common difference is the product of many small prime factors. (See page 371 of [3], or [4].) It is interesting to note that Stewart and Tijdeman [23] discussed a hypothesis (so called balanced sets) which is related to our coprime condition.
Theorem 1. For every sufficiently large integer $N$ and for every coprime Diophantine powerset $A \subset \{1, \ldots, N\}$ we have

$$|A| \leq 8000 \frac{\log N}{\log \log N}.$$

For the experts it is perhaps not surprising that we reach an upper bound close to $\log N$ since we make heavy use of Ramsey type arguments. In fact, a weaker but more complicated condition instead of ‘coprime’ would have been sufficient to establish this result. It is easily seen that for example the following is enough to prove Lemma 6 and thus Theorem 1: For every shifted product $ab + 1$ there is a prime dividing $ab + 1$ but none of the other shifted products. However, we decided to state our theorem using the more natural notion of coprimality. Moreover, we relate this problem to two of the standard conjectures in number theory. It is well known that the $abc$-conjecture due to Oesterlé and Masser (see Masser [20]) has applications to very different problems in number theory, see for example the results by Granville [12], Granville and Stark [13] or the survey by Granville and Tucker [14]. Let us state the $abc$-conjecture first:

Conjecture 1 ($abc$-conjecture, Oesterlé-Masser [20]). For every $\epsilon > 0$ there exists a constant $C(\epsilon)$ with the following property: Let $a, b, c$ be non-zero integers with $\gcd(a, b, c) = 1$ and $a + b + c = 0$, and put

$$P = \prod_{p | abc} p.$$

Then

$$\max\{|a|, |b|, |c|\} < C(\epsilon)P^{1+\epsilon}.$$  

Assuming the $abc$-conjecture we are able to give a significant improvement over (1) even without assuming coprimality of the occurring pure powers.

Theorem 2. Assume that the $abc$-conjecture is true. Then there exists a constant $c > 0$ such that for every integer $N \geq 3$ and for every Diophantine powerset $A \subset \{1, \ldots, N\}$ we have

$$|A| \leq c(\log \log N).$$

The following conjecture is also widely believed:

Conjecture 2. Let $k \geq k_0$, where $k$ and $k_0$ are positive integers and $k_0$ is sufficiently large. Then there are only finitely many positive integer solutions of

$$x_1^k + x_2^k = y_1^k + y_2^k$$

where $x_i \not\in \{y_1, y_2\}$ for $i \in \{1, 2\}$. 
It is not known whether there are any solutions for \( k \geq 5 \) (see [15], chapter D1). Indeed this is a very special case of a much more general problem where all existing heuristics and experiments even suggest that for \( k > 3 \) the diophantine equation \( x_1^k + \cdots + x_m^k = y_1^k + \cdots + y_n^k \) does not have any nontrivial positive integer solutions \((x_i \neq y_j)\) for \( m + n < k \), see Lander, Parkin and Selfridge [19].

In this situation one can prove

**Theorem 3.** Let us assume conjecture 2. Further, let \( A \subseteq \{1, \ldots, N\} \) be a set of positive integers such that \( a_i + a_j \) is always a \( k \)-th power of an integer for \( a_i, a_j \in A, a_i \neq a_j \), and fixed \( k \geq k_0 \). Then \( |A| \leq C(k) \) where \( C(k) \) is a constant.

Unconditionally it is known that \( |A| \ll_k \log N \), see [21], Theorem 6 and [16], Theorem 9.

Theorem 3 possibly holds with \( C(k) = 3 \) for \( k \geq k_0 \). This could be proved by a stronger version of Conjecture 2, which replaces ‘finitely many solutions’ by ‘no solutions’.
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2. Results from graph theory

In this section we collect four useful lemmas from graph theory. The underlying philosophy is that a graph with sufficiently many edges must necessarily contain a prescribed substructure.

**Lemma 1 (Ramsey Theorem for graphs).** For all positive integers \( m, n \) there is a positive integer \( C_1(m, n) \) with the following property: if \( G \) is a complete graph on at least \( C_1(m, n) \) vertices, whose edges are coloured by \( m \) colours, then \( G \) contains a complete monochromatic subgraph on \( n \) edges.

**Proof.** See for example [2], p. 271, Theorem 6.2.

Our next lemma is related to a classical result by Bondy and Simonovits (see [5]).

**Lemma 2.** If a graph \( G \) on \( n \) vertices has at least \( n^{1+1/k} + n \) edges, then \( G \) contains a \( 2s \)-cycle for some \( s \in \{2, \ldots, k\} \).

To prove this lemma we need the following auxiliary result. Here \( e(G) \) denotes the number of the edges of \( G \) and \( \overline{d}(G) \) denotes the minimum degree in \( G \). By \( G^n \) and \( H^m \) we denote graphs on \( n \) and \( m \) vertices, respectively.

**Lemma 3.** Every graph \( G^n \) contains a subgraph \( H^m \) such that \( \overline{d}(H^m) \geq e(G^n)/n \).
A proof of Lemma 3 can be found in [2] or [11].

Proof of Lemma 2. Suppose that, contrary to the statement of Lemma 2, $G$ does not contain a $2s$-cycle for $2 \leq s \leq k$. By Lemma 3 we have a subgraph $H^m$ such that

$$d(H^m) \geq n^{1/k} + 1.$$  

Note that $m \leq n$. Let $u$ be an arbitrary vertex of the graph $H^m$, and $S_i \subseteq H^m$ be the set of vertices of distance $i$ from $u$, $i = 0, 1, 2, \ldots, k$. (Two vertices are said to have distance $i$ if the shortest path connecting them is of length $i$.) By assumption $H^m$ does not contain any $2s$-cycle for $2 \leq s \leq k$; thus each vertex of $S_{i+1}$ is joined only to one element of $S_i$. On the other hand $d(H^m) \geq n^{1/k} + 1$; therefore $|S_{i+1}| \geq n^{1/k} |S_i|$. Thus

$$m > |S_k| \geq (n^{1/k})^k = n,$$

a contradiction. \hfill \Box

Our last lemma is a slightly weakened version of Turán’s graph theorem:

Lemma 4 (Turán’s graph theorem (see [24], [25] or [2])). For every integer $r \geq 3$, if $G$ is a graph on $n$ vertices not containing a complete subgraph $K_r$, then

$$e(G) \leq \left(1 - \frac{1}{r - 1}\right) \binom{n}{2} + r^2$$

where $e(G)$ denotes the number of edges.

3. Results from number theory

3.1. The connection between number theory and graph theory

The purpose of this section is to state or prove some results from number theory which complement the above lemmas from graph theory. As mentioned in the introduction, we define a coloured graph where the numbers correspond to vertices and where the vertices are connected by an edge of colour $k \geq 2$ if and only if the property ‘$ab + 1$ is a $k$-th power, and $k$ is minimal’ holds. Using the number theoretic lemmas below we prove that certain substructures (namely certain complete graphs of size $k$, where $k$ is fixed, and certain cycles) cannot occur in this graph. Using the graph theoretic lemmas we conclude that graphs without these substructures cannot be too large.
3.2. There are no Diophantine 6-tuples

**Lemma 5.** There are no 6 distinct positive integers \(a_1, \ldots, a_6\) such that \(a_i a_j + 1\) is a square of an integer whenever \(i \neq j\).

*Proof.* This is Theorem 2 in [9]. \(\square\)

3.3. A gap principle for coprime Diophantine \((2k, \ell)\)-cycles

Let \(x_1, \ldots, x_{2k}\) be positive integers. For \(k \geq 2\) we call the \((2k)\)-tuple \((x_1, \ldots, x_{2k})\) a coprime Diophantine \((2k, \ell)\)-cycle if each of the shifted products \(x_1 x_2 + 1, x_2 x_3 + 1, \ldots, x_{2k-1} x_{2k} + 1, x_{2k} x_1 + 1\) is an \(\ell\)-th power of an integer, and all occurring \(\ell\)-th powers are coprime. The following gap principle for coprime Diophantine \((2k, \ell)\)-cycles shows that not all \(x_i\) can be of the same order of magnitude.

**Lemma 6.** Let \((x_1, \ldots, x_{2k})\) be a coprime Diophantine \((2k, \ell)\)-cycle, and let

\[
M = \max\{x_1 x_2, x_2 x_3, \ldots, x_{2k} x_1\}, \quad m = \min\{x_1 x_2, x_2 x_3, \ldots, x_{2k} x_1\}.
\]

Then

\[
m^{\ell/k} \leq M.
\]

*Proof.* If \(\ell \leq k\), then the lemma is trivial, so let us suppose that \(\ell > k\). Then \(\ell \geq k + 1 \geq 3\). Since \(x_1 x_2 + 1, x_2 x_3 + 1, \ldots, x_{2k} x_1 + 1\) are perfect \(\ell\)-th powers we have \(m \geq 2^\ell - 1\). Moreover, since the shifted products \(x_1 x_2 + 1, \ldots, x_{2k} x_1 + 1\) are coprime, clearly

\[
L := (x_1 x_2 + 1) (x_3 x_4 + 1) \cdots (x_{2k-1} x_{2k} + 1)
\]

\[
\neq (x_2 x_3 + 1) (x_4 x_5 + 1) \cdots (x_{2k} x_1 + 1) =: R.
\]

By symmetry we may suppose that \(L > R\). Since both \(L\) and \(R\) are perfect \(\ell\)-th powers we also have

\[
L^{1/\ell} \geq R^{1/\ell} + 1.
\]

From this we get

\[
L \geq R + \ell R^{(\ell-1)/\ell},
\]

\[
L - R \geq \ell R^{(\ell-1)/\ell} \geq \ell (x_1 \ldots x_{2k})^{(\ell-1)/\ell}. \tag{2}
\]

We further have the upper bound

\[
L - R \leq (x_1 x_2 + 1)(x_3 x_4 + 1) \cdots (x_{2k-1} x_{2k} + 1) - x_1 x_2 \ldots x_{2k}
\]

\[
\leq x_1 x_2 \ldots x_{2k} \left( (1 + \frac{1}{x_1 x_2}) \cdots (1 + \frac{1}{x_{2k-1} x_{2k}}) - 1 \right)
\]

\[
\leq x_1 x_2 \ldots x_{2k} \left( (1 + \frac{1}{m})^k - 1 \right) \leq x_1 x_2 \ldots x_{2k} \frac{k}{m} \left( 1 + \frac{1}{m} \right)^{k-1}. \tag{3}
\]
Using (2) and (3) we obtain
\[
\ell(x_1 x_2 \ldots x_{2k})^{(\ell-1)/\ell} \leq L - R \leq \frac{k}{m} \left( 1 + \frac{1}{m} \right)^{k-1} x_1 x_2 \ldots x_{2k},
\]
\[
\left( \frac{\ell}{k} \right)^{\ell} m^{\ell} \left( 1 + \frac{1}{m} \right)^{(k-1)\ell} \leq x_1 x_2 \ldots x_{2k} \leq mM^{k-1}.
\]
Since \( \ell > k \) we conclude that
\[
\frac{1}{(1 + 1/m)^m} m^{(\ell-1)/(k-1)} \leq M.
\]  
(4)

Using \( 1 + x \leq e^x \), \( m \geq 2^\ell - 1 \) and \( \ell \geq k + 1 \) we find
\[
\left( 1 + \frac{1}{m} \right)^\ell \leq e^{\ell/m} \leq e^{\ell/(2^\ell-1)} \leq (2^\ell - 1)^{1/(\ell-1)(\ell-2)} \leq m^{1/(\ell-1)(\ell-2)}
\]
\[
\leq m^{-\ell/(k+\ell-1)/(k-1)}.
\]  
(5)

Now equations (4) and (5) yield
\[
m^{\ell/k} \leq M,
\]
which proves the assertion.

3.4. An explicit estimate from prime number theory

Let \( \pi(x) \) denote the number of primes which do not exceed \( x \). For the proof of Theorem 1 we also need the following simple lemma.

Lemma 7. If \( n \) is sufficiently large and \( K \leq n^{1/4} \), then
\[
\sum_{\substack{p \leq K \leq n^{1/4}}} n^{1/(p-1)} \leq 2n^{1/2}.
\]

Proof. By Corollary 2 of Rosser and Schoenfeld [22] we have \( \pi(x) \leq \frac{5x}{4 \log x} \) for \( x \geq 2 \). Thus
\[
\sum_{\substack{3 \leq p \leq K \leq n^{1/4}}} n^{1/(p-1)} = n^{1/2} + \sum_{\substack{5 \leq p \leq K \leq n^{1/4}}} n^{1/4} \leq n^{1/2} + \pi(K)n^{1/4}
\]
\[
\leq n^{1/2} + \frac{5K}{4 \log K} n^{1/4} \leq n^{1/2} + \frac{5n^{1/2}}{\log n} \leq 2n^{1/2},
\]
which completes the proof of the lemma.

7
4. Proof of Theorem 1

Let $K = 2\log \log N$. We cover the interval $[3, N]$ by $t$ subintervals $I_j$ of the form $[3^{(1+1/K)j}, 3^{(1+1/K)j+1}]$. For each subinterval $[z, z^{1+1/K}]$ we define a graph and use the previous graph theoretic lemmas to bound the number of vertices of the graph. The number $t$ of subintervals of the prescribed form can be bounded as follows: a power series expansion shows that

$$\frac{1}{\log(1 + \frac{1}{K})} = K + \frac{1}{2} + O\left(\frac{1}{K}\right) \leq K + 0.51,$$

providing that $N$ and thus $K$ is sufficiently large (we shall assume this for the whole proof). This implies that

$$3^{(1+1/K)^{t+1}} \leq N,$$

$$t \leq \frac{1}{\log(1 + 1/K)}(\log \log N - \log \log 3),$$

$$t \leq (K + 0.51)(\log \log N - \log \log 3).$$

Similarly, we have

$$t \geq (\log \log N)^2.$$

Moreover,

$$\frac{t}{K} \leq \frac{(K + 0.51)(\log \log N - \log \log 3)}{K} \leq 0.17 + \log \log N.$$

In the following we will show that for sufficiently large $N$ the bound

$$n = |A \cap [z, z^{1+1/K}]| \leq \max\left\{189\frac{\log z}{(\log \log z)^2}, 16(\log \log N)^4\right\}$$

holds true. In other words, we show that if $n \geq 16(\log \log N)^4$, then $n \leq 189\log z/(\log \log z)^2$. So suppose that $n \geq 16(\log \log N)^4$. Then $K \leq n^{1/4}$.

Let $A \cap [z, z^{1+1/K}] = \{x_1, x_2, \ldots, x_n\}$ where $x_1 < x_2 < \cdots < x_n$. From (1) we know that $n = O\left(\frac{\log z}{\log \log z}\right)$ which implies that

$$\log n \leq 2\log \log z - \log \log \log z + O(1) \leq 2\log \log N = K.$$

This implies that $n^{1/K} \leq e$ and so

$$n^{1+1/K} \leq en.$$  \hspace{1cm} (6)

We colour the edges of the complete graph $G$ on the vertices $x_1, \ldots, x_n$ as follows: The edge connecting $x_i$ and $x_j$ is coloured by the smallest integer $\ell \geq 2$ for which $x_i x_j + 1$ is a perfect $\ell$-th power. Note that each edge coming from the interval
[z, z^{1+1/K}] is coloured by a prime number less than 1.5 log z. For \( i = 2, 3, \ldots \) let \( b_i \) denote the number of edges in \( G \) which are coloured with the integer \( i \). By Lemma 4 and Lemma 5 we find that \( b_2 \leq \frac{2}{5} n^2 + 36 \). Let \( G_p \) be the subgraph of \( G \) whose vertices are those of \( G \) and whose edges are the edges of \( G \) coloured with the prime \( p \). The graph \( G_p \) does not contain a \( 2k \)-cycle for \( 2 \leq k \leq \min\{K, p-1\} \). Otherwise, this \( 2k \)-cycle \((x_1, \ldots, x_{2k})\) defines a coprime Diophantine \((2k, p)\)-cycle. Defining \( m \) and \( M \) as in Lemma 6 we have that \( z^2 < m \) and \( M < z^{2+2/K} \). By Lemma 6 we find that

\[
\left( z^2 \right)^{1+1/K} \leq \left( z^2 \right)^{(k+1)/k} \leq \left( z^2 \right)^{p/k} < M \leq z^{2+2/K},
\]

which is a contradiction. Therefore, by Lemma 2,

\[
b_p \leq n^{1+1/\min\{K, p-1\}} + n.
\]

For large \( p \) this upper bound can be improved: Since the \( p \)th powers that occur are distinct integers by the coprimality condition, the number of such \( p \)th powers is bounded by the largest positive integer \( a \) satisfying \( a^p \leq z^{2+2/K} \leq z^3 \). Hence

\[
b_p \leq \min\{n^{1+1/\min\{K, p-1\}} + n, z^{3/p} \}. \tag{7}
\]

Now Lemma 7 and the upper bounds (6), (7), and \( \pi(x) \leq 5x/(4 \log x) \) imply that

\[
\binom{n}{2} = e(G) = b_2 + b_3 + \ldots
\]

\[
\leq \frac{2}{5} n^2 + 36 + \sum_{3 \leq p \leq 1.5 \log z} \min\{n^{1+1/\min\{K, p-1\}} + n, z^{3/p} \}
\]

\[
\leq \frac{2}{5} n^2 + 36 + \sum_{3 \leq p \leq \min\{K, 4 \log z/\log \log z\}} (n^{1+1/(p-1)} + n)
\]

\[
+ \sum_{K < p \leq 4 \log z/\log \log z} \left(n^{1+1/K} + n\right)
\]

(where the latter sum is empty if \( K \geq 4 \log z/\log \log z \))

\[
+ \sum_{4 \log z/\log \log z < p \leq 1.5 \log z} z^{3/p}
\]

\[
\leq \frac{2}{5} n^2 + 36 + n \left(2n^{1/2} + K + 5.01(e + 1) \frac{\log z}{(\log \log z)^2}\right) + \frac{15}{8} (\log z)^{7/4}
\]

\[
\leq 0.4005n^2 + n18.7 \frac{\log z}{(\log \log z)^2} + 2(\log z)^{7/4}.
\]

Now if \( n \geq (\log z)^{9/10} \) then \( 2(\log z)^{7/4} \leq 2n^{35/18} \), so

\[
\binom{n}{2} \leq 0.401n^2 + n18.7 \frac{\log z}{(\log \log z)^2}
\]
and consequently

\[ n \leq 189 \frac{\log z}{(\log \log z)^2}, \quad (8) \]

confirming our claim above. In case of \( n < (\log z)^{9/10} \) the bound (8) is trivially true. This completes the verification of our claim. Thus

\[
|A| \leq \sum_{i=1}^{t} \max \left\{ 189 \frac{\log \left(3^{(1+1/K)^{i+1}}\right)}{(\log \log (3^{(1+1/K)^{i+1}}))^2}, 16(\log \log N)^4 \right\}
\]

\[
\leq 16t(\log \log N)^4 + 189 \sum_{i=1}^{t} \frac{(\log 3)(1+1/K)^{i+1}}{(i+1)^2(\log (1+1/K))^2}
\]

\[
\leq 33(\log \log N)^6 + 208K^2 \sum_{i=1}^{t} \frac{(1+1/K)^{i+1}}{(i+1)^2}.
\]

Now

\[
\sum_{i=1}^{t} \frac{(1+1/K)^{i+1}}{(i+1)^2} \leq \sum_{i=1}^{t} e^{(i+1)/K} \frac{1}{(i+1)^2}
\]

\[
\leq \sum_{i \leq t/2} e^{(i+1)/K} \frac{1}{(i+1)^2} + 4 \sum_{t/2 < i \leq t} e^{(i+1)/K} \frac{1}{(\log \log N)^4}
\]

\[
\leq \sum_{i \leq t/2} e^{(i+1)/K} + 4 \frac{e^{(1+1)/K}}{(\log \log N)^4} \sum_{i \leq t} e^{(i+1)/K}
\]

\[
\leq e^{0.086} K (\log N)^{1/2} + 4e^{0.18} K \frac{\log N}{(\log \log N)^2}.
\]

Hence

\[
|A| \leq 832e^{0.181} K^3 \frac{\log N}{(\log \log N)^4}
\]

\[
\leq 8000 \frac{\log N}{\log \log N},
\]

and the proof of the theorem is complete.

5. Conditional results

If we assume that the abc-conjecture (see Conjecture 1) holds, then we can prove a much stronger gap principle. No coprimality condition is necessary, and even the occurring powers are allowed to have different exponents. This leads to the much stronger bound in Theorem 2.
Lemma 8. Suppose that the abc-conjecture is true. Let $q$, $r$, $x$, $y$ be distinct positive integers such that $qx + 1$, $qy + 1$, $rx + 1$, $ry + 1$ are pure powers, none of them a square or a cube. Let

$$M = \max\{q, r, x, y\}$$

and

$$m = \min\{q, r, x, y\}.$$

Then $M \gg \varepsilon m^{6/5 - \varepsilon}$.

Proof. Let

$$L = (qx + 1)(ry + 1) \quad \text{and} \quad R = (qy + 1)(rx + 1).$$

We first remark that clearly $L \neq R$, for otherwise we would have $q(x - y) = r(x - y)$, a contradiction since $q$, $r$, $x$, $y$ were assumed to be distinct. Now

$$qx + 1 = W^\alpha, \quad ry + 1 = X^\beta, \quad qy + 1 = Y^\gamma, \quad rx + 1 = Z^\delta$$

for suitable positive integers $W, X, Y, Z, \alpha, \beta, \gamma, \delta$ with $W, X, Y, Z \geq 2$ and $\alpha, \beta, \gamma, \delta \geq 5$. Let $\Delta = L - R$. Then as shown above, $\Delta \neq 0$. Let $D = \gcd(W^\alpha X^\beta, Y^\gamma Z^\delta, \Delta)$.

We apply the abc-conjecture with $a = -W^\alpha X^\beta / D$, $b = Y^\gamma Z^\delta / D$, and $c = \Delta / D$.

Now

$$P = \prod_{p|abc} p \leq |c| \prod_{p|ab} p \leq \frac{WX Y Z |\Delta|}{D} \leq \frac{L^{1/5} R^{1/5} |\Delta|}{D}.$$ 

Since the abc-conjecture was assumed to be true, we have

$$|a| = \frac{W^\alpha X^\beta}{D} \ll \varepsilon P^{1 + \frac{\varepsilon}{2}}$$

and

$$b = \frac{Y^\gamma Z^\delta}{D} \ll \varepsilon P^{1 + \frac{\varepsilon}{2}}.$$

Hence

$$LR = W^\alpha X^\beta Y^\gamma Z^\delta \ll \varepsilon D^2 P^{2 + \varepsilon} \ll \varepsilon L^{2/5 + \varepsilon/5} R^{2/5 + \varepsilon/5} |\Delta|^{2 + \varepsilon}.$$ 

Consequently,

$$|\Delta| \gg \varepsilon L^{3/10 - \varepsilon/10} R^{3/10 - \varepsilon/10} \gg \varepsilon m^{12/5 - \varepsilon}. \quad (9)$$

On the other hand, we have

$$|\Delta| = |L - R| = |q(x - y) + r(y - x)| \ll M^2. \quad (10)$$

On comparing (9) and (10) we obtain $m^{6/5 - \varepsilon} \ll \varepsilon M$, and the proof of the lemma is finished. \qed
We need a further preliminary result for the proof of Theorem 2. A quantitative version of a more general result has been given in [7], Theorem 3, but let us give a short proof of what we need.

**Lemma 9.** Let \( x_1, \ldots, x_n \) be positive integers such that for all \( i, j \in \{1, \ldots, n\} \) with \( i \neq j \) the number \( x_ix_j + 1 \) is a square or a cube of an integer. Then \( n \leq C_2 \) for an absolute constant \( C_2 \).

**Proof.** Our proof will be by contradiction. Let \((x_1, \ldots, x_n)\) be a tuple having the property stated in the lemma, where \( n \) is sufficiently large. We consider the complete graph \( G \) with vertices \( x_1, \ldots, x_n \). We colour the edges of \( G \) in the following way: The edge connecting \( x_i \) and \( x_j \) is coloured red if \( x_ix_j + 1 \) is a square, otherwise it is coloured blue. By Lemma 1, as \( n \) was chosen large enough, there exists a complete monochromatic subgraph having at least 7 vertices. Hence there are 7 different integers such that the shifted product of two different of them is either always a square or always a cube. But this contradicts Lemma 5 or [6], Corollary 4.

We are now in a position to prove Theorem 2.

**Proof of Theorem 2.** Our proof will be by contradiction. Let us suppose that

\[
 n = |A \cap [1, N]| \geq C_4(\log \log N)
\]

where \( N \geq 3 \) and where \( C_4 \) is a sufficiently large positive constant. We now cover the interval \([3, N]\) by disjoint subintervals of the form \([z, z^{7/6}]\). Note that the number \( t \) of these subintervals can be bounded by

\[
 t \leq \log \log N / \log(7/6) \leq 7 \log \log N.
\]

Thus by the pigeonhole principle there is an interval \([z, z^{7/6}]\) containing more than

\[
 n/(7 \log \log N) \geq C_4/7
\]

elements of \( A \). We may suppose that \( z \geq C_5 \) for some sufficiently large constant \( C_5 \). Let us denote these elements by \( x_1, \ldots, x_n \), and let \( G \) be the complete graph on \( x_1, \ldots, x_n \). We colour the edges of \( G \) red and blue in the following way: if \( x_ix_j + 1 \) is a square or a cube, then we colour the edge connecting \( x_i \) and \( x_j \) red, otherwise blue. Let \( r \) be the total number of red edges arising this way. Now by Turán’s graph theorem (see Lemma 4) it is easily seen that there exists a number \( C_3 \) with \( 0 < C_3 < 1 \) such that if

\[
 r > C_3 \left( \frac{n}{2} \right),
\]
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then $G$ contains a complete red subgraph on $C_2$ edges. However, this contradicts Lemma 9. Hence the number $s$ of blue edges satisfies the bound
\[ s \geq (1 - C_3) \left( \frac{n}{2} \right) \geq n^{3/2} + n \] for large enough $C_4$. Using Lemma 2 we conclude that there are $q, r, x, y \in [z, z^{7/6}]$ such that $qx + 1, qy + 1, rx + 1$ and $ry + 1$ are pure powers, none of them a square or a cube. But this contradicts Lemma 8, providing that $C_5$ was chosen large enough, proving the theorem.

**Proof of Theorem 3.** Let $a, b, c, d$ be four elements of $A$ with $a < b < c < d$ and sufficiently large $d$. Then
\[ a + b = x^k, a + c = y^k, b + d = z^k, c + d = w^k \]
for suitable integers $x, y, z, w$. Hence
\[ x^k + w^k = y^k + z^k. \]
Since $d$ was assumed to be sufficiently large, by Conjecture 2 we either have $x = y$ or $x = z$. In the first case we obtain $b = c$; in the second case, it follows that $a = d$. Both are impossible. So $d$ must be bounded by a constant depending only on $k$, which proves the corollary.
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