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Problems for Emlék Tabla

by Aart Blokhuis

Nuclei Let B be a set of ¢ + 1 points in A = AG(2, q), the (desarguesian) affine plane of order g.
A point P ¢ B is called a nucleus of B if every line through it contains a (unique) point of B.
An old result of Henny Wilbrink and me says that there are at most ¢ — 1 nuclei. The first
two exercises are to prove this.

Exercise 1 Identify in a natural way the points of A with the elements of the field GF(¢*) and
define the polynomial p(z) = Y, g(x — b)?"'. Show that p(a) = 0 when a is a nucleus, and
conclude that there are at most ¢ — 1 nuclei.

Exercise 2 Let Ay, A; and Ay be three nuclei, that are not collinear. Let B o on A;A; ;1 (indices
mod 3) be the (unique) points of B on the sides of the triangle AgA;A;. Show that Bjog
are collinear. Using this result, together with Desargues theorem, show that it is possible
to 'lift’ the set N of nuclei into three-space AG(3,q) by adding to each nucleus a (different)
z-coordinate, in such a way that collinear subsets of B U N remain collinear (the set B stays
in the plane z = 0).

Research problem 3 The only known examples of ¢ 4+ 1 sets with the maximal number ¢ — 1 of
nuclei are: (i) B consists of a line [ plus an additional point P, N consists of the remaining
points on the line through P parallel to /; (ii) the 10 points of a Desargues configuration in
AG(2,5) can be partitioned into |B| 4 |N| = 6 4 4 points.

Show that there are no other examples.

Lacunary Polynomials In the proof for the lower bound on the size of non-trivial blocking sets
in projective planes of prime order the following lemma is central:
Let f(z) € GF(p)[z] be a fully reducible, lacunary polynomial of the following form: f(z) =
zPg(z) + h(z), with deg(h) =: h° < ¢° g and h coprime. Then either g is constant, or
9°=>(p+1)/2
Here fully reducible means that it factors over GF'(p) into linear factors, lacunary stands for
the property that many coefficients are zero (all between h° 4+ 1 and p — 1).
The short proof is as follows: write f = s -7, where s is the product of the different linear
factors of f, and r the rest. So s divides not only f but also 2 — z, and as a consequence
s(z) | zg(x)+h(x). The polynomial r divides f' = 2P¢'(x)+h'(z) and also f,so also ¢'f— f'g =
g'’h — h'g. Combining this we get

a’g(z) + h(z) | (zg(x) + h(z)) (g (2)h(x) — g(z)l (x)).
Comparing degrees we get ¢° + 1+ 2¢g° — 2 > p + ¢° (unless g and h are constant).

Research Problem 4 Find the (fully reducible) polynomials f = 2Pg + h that realize equality in
this bound, in other words: solve the differential equation

27g(x) + h(z) = a(zg(z) + h(z))(g'(x)h(z) — g(x)l(z)),

where a € GF(p), g,h € GF(p)[z] h° < ¢°=(p+1)/2.
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Remark For p < 41 we managed (with a computer) to find all solutions based on the following
idea: The polynomial s=zg + h has degree (p + 3)/2 and factors in different linear factors,
so it corresponds with a subset of size (p + 3)/2 of GF(p), its complement has size (p — 3)/2,
and we still have a 2-transitive group acting, so we have to investigate ((p_’;) /2) /p? cases.

Small sets determining all directions Let B be a set of points in A = AG(2,q). Every pair
determines a line and hence a direction. We want to minimize the size of B such that it
determines all directions.

Exercise 5 Show that ('f') > q+ 1, s0 B > +/2q (roughly).
Exercise 6 Show that the minimal |B| is at most 2,/q (roughly).

Exercise 7 Produce good examples (in planes of odd order < 97 say) by starting with a set of
points on the parabola y = z2.

Research Problem 8 Improve the lower bound or the upper bound or anything.

Small complete arcs An arc A in PG(2,q) or AG(2,q) is a set of points, such that no three are
collinear. An arc is complete if it is not contained in a larger one. We want to know the size
of the smallest complete arc.

Exercise 9 Show that (";‘l)(q —1) > (¢*+q+1) — |A], so |A| > v/2q (roughly).

Blocking sets The secants of a complete arc (the lines that intersect it in more than one, and
therefore two points) cover the plane, so they form a dual blocking set. A blocking set is a
set of points intersecting every line, a blocking set of the projective plane containing a line
is called trivial. For planes of prime order we know that a non-trivial blocking set has at
least 3(p + 1)/2 points, for complete arcs this implies |A| > 1/3p (roughly). For planes of
non-prime order smaller blocking sets exist, but they have the 1 mod p property: A small
minimal blocking set in PG(2,q = p") intersects every line in 1 mod p points.

Research Problem 10 Show that |A| > /3¢ holds in general. The problem is that the dual
blocking set obtained from the secants may be small, but not minimal, so you cannot apply
the 1 mod p result directly.
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Some problems on graph spectra

by Willem H. Haemers

1 How tight is the Cvetkovi¢ bound?

Let A be a symmetric n x n matrix with eigenvalues A\; > ... > \,, and let B be an m x m principal
submatrix of A with eigenvalues p1 > ... > p,,,. Then the following inequalities hold (interlacing).

)\ZEMZZ)\n,erZ for izl,...,m

If A is the adjacency matrix of a graph with a coclique O (independent set of vertices) of size m,
then we can take B = O. Then u; = p,, = 0 and the above inequalities imply that A has at least
m nonnegative, and at least m nonpositive eigenvalues. This gives a bound for the maximum size
of a coclique, known as Cvetkovi¢ bound.

However, we can improve the bound. If we replace every nonzero entry of A by an arbitrary
real number, such that A remains symmetric, then the above argument still works and the same
conclusion holds.

Problem: Find a graph for which there exists no ‘generalized adjacency matrix’ A for which the
Cvetkovi¢ bound is tight.

2 Finding Godsil-McKay switching sets

Graphs with the same adjacency eigenvalues are called cospectral. A method to construct cospectral
graphs is the following result of Godsil and McKay.

Theorem 1. Let G be a graph and let {X1,..., Xy, Y} be a partition of the vertex set V(G) of G.
Suppose that for every vertex x € Y and everyi € {1,...,0}, x has either 0, %\XZ] or | X;| neighbors
in X;. Moreover, suppose that for alli,j € {1,...,{} every vertex x € X; has the same number of
neighbors in X;. Make a new graph G’ as follows. For each x € Y and i € {1,...,¢} such that x
has 1| X;| neighbors in X; delete the corresponding |X;| edges and join x instead to the $|X;| other
vertices in X;. Then G and G’ are cospectral.

The operation that changes G into G’ is called Godsil-McKay switching, and the considered
partition is a (Godsil-McKay) switching partition. 1f |X;| = 2 for i« = 1,...,¢, then G and G’
are isomorphic. Otherwise, the graphs are usually (but not always) nonisomorphic. Godsil-McKay
switching is an important tool in proving that certain graphs, or graph properties are not determined
by the spectrum. However, for many cases the question is still open.

Two specific problems are:
1. Find two regular cospectral graphs, where one has a perfect matching and the other has none.

2. Which Kneser graphs K (k, ¢) are determined by their spectrum?
If ¢ <2 and (k,0) # (8,2), or if £ > (k — 1)/2 the answer is ‘yes’. If k =30 -1 > 8, k =
30 —(3— /82 +1)/2 > 25, orif (k,f) = (8,2) the answer is ‘no’. For other values of (k,¢) the

answer is unknown.
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3 The minimal Seidel energy

If A is the adjacency matrix of a graph G, then S = J — 2A — I (as usual, I and J are the identity
matrix and the all-ones matrix, respectively) is the Seidel matrix G. The energy of G is the sum of
the absolute values of the eigenvalues of A, and the Seidel energy is the sum of the absolute values
of the eigenvalues of S. (Note that for both type of matrices the sum of the eigenvalues equals 0.) It
is easy to prove that the Seidel energy is at most ny/n — 1 with equality if and only if S? = (n—1)1.
Such Seidel matrices are known as conference matrices. They are known to exist for infinitely many
values of n. The Seidel energy is invariant under taking complements (multiplying S by —1), and
Seidel switching (multiplying some rows and the corresponding columns by —1).

Problem: Determine the minimum value of the Seidel energy for a graph on n vertices. It is
conjectured that the complete graph has minimal Seidel energy (equal to 2(n — 1)).

References

1] A.E  Brouwer and W.H. Haemers, Spectra of Graphs, Springer 2012;  see
http://homepages.cwi.nl/~aeb/math/ipm/ipm.pdf
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Random network coding: a new direction in coding theory

by Leo Storme

Abstract

This text draws the attention to open problems in random network coding: a new direction
in coding theory, which presently receives a lot of attention. Many of these problems are g-
analog problems.

4 Classical coding theory

Consider an alphabet F, of size q.

An (n, M, d)-code C' over F, is a subset of I, consisting of M different n-tuples, of minimum
distance d.

Here, the minimum (Hamming) distance d is the minimal number of positions in which two
distinct codewords differ.

The importance of the minimum distance d lies in the error-correcting capacity of this code C'.
If during transmission, in a transmitted codeword ¢ of C', at most t errors occur, with d = 2t + 1 or
d = 2t + 2, then these errors can be corrected if we replace the received n-tuple w by the codeword
of C that is at smallest Hamming distance of w [9]. We say that the code C' is t-error correcting.

Example 1. An easy example is the binary repetition code of length 5.
Here, C 1is equal to the code of the two codewords:

C ={(0,0,0,0,0),(1,1,1,1,1)}.

We denote this by C' = (n =5, M = 2,d = 5)-code.

As a concrete example: if the codeword ¢ = (0,0,0,0,0) is transmitted, but the 5-tuple w =
(1,1,0,0,0) is received, then the received 5-tuple w = (1,1,0,0,0) is decoded as (0,0,0,0,0), and so
the transmitted codeword is reconstructed.

In coding theory, there are many bounds on the three fundamental parameters n, M, d of a ¢g-ary
code C'. We discuss in particular the Johnson bound for constant weight codes. Here, the weight of
a codeword is the number of nonzero symbols in the codeword.

The parameter A,(n,d,w) is the largest number of codewords in a g-ary code of codewords of
weight w and with minimum distance d.

e For d < 2w, let d = 2e if d even, and d = 2e — 1 if d odd.

Ay(n, d,w) < Lw/g(n ~“1,d,w—1)]
o (Let ¢*=¢q¢—1)
Aq(TL7 d, w) < L%q*LOIw__l)lq* L .. L(n — w€+ e)q*J .. JJ
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5 Random network coding

Consider a network with varying topology, where users come and go. How is it possible to transmit
quickly information through the network?

<= .
® ?\\@/7 o
@ \
o— O
./ [

sources inner nodes sinks

Figure 1: Transmission through a network

R. Kotter and F. Kschischang suggested to use network codes.

In a random network code, the codewords are subspaces U of V'(n, q), the n-dimensional vector
space over the finite field IF, of order ¢q. To transmit a codeword U, it is sufficient to transmit a
basis of U, but intermediate nodes are allowed to transmit linear combinations of incoming basis
vectors. Kotter and Kschischang noticed that this speeds up the transmission.

51 Rl
> @

Figure 3: Intermediate nodes can transmit linear combinations of incoming basis vectors
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We see this by comparing Figures 2 and 3. In Figure 2, the intermediate node cannot transmit
a linear combination of incoming basis vectors. In this way, the two basis vectors a and b cannot
both reach the destination R;. But in Figure 3, the intermediate node can transmit the linear
combination a + b of the incoming basis vectors a and b. In this way, the two basis vectors a and
b can reach the destinations R; and Rs, because R; can recover b from a and a + b, and Rs can
recover a from b and a + b.

This idea opens up a complete new theory: from classical coding theory to random network
coding.

In the remainder of this text, we will consider a Constant dimension code, i.e., all codewords
have the same dimension k.

To determine the error-correcting capacity of such a random network code, we need to define a
distance. Here, we use the subspace distance.

Let U,V be subspaces of V(n,q), then

d(U,V)=dim(U) +dim(V) — 2dim(U N'V).

As a consequence, the minimum distance d(C') = mingyyvec,uxvy d(U, V). So the larger d, the
smaller dim(U N'V').
In this completely new theory, many times the new type of problems that arise are:

g-analog problems: replace problems on sets by corresponding q-analog problems on subspaces

of V(n,q).

We illustrate this via the g-analog of the Johnson bound for constant weight codes. The Johnson
bound for constant dimension random network codes is as follows:

A,(n,d, k): largest number of codewords in random network code of k-dimensional codewords
in V(n, ¢) having minimum distance d.

1.
Ay(n,d k) < T A,(n—1,d,k - 1).
q JR—
2. .
q" —
Aq(na 2k7 k) S qk 1

and equality holds if and only if k£ divides n, because equality holds if and only if V'(n, ¢) has

a partitioning into k-dimensional subspaces.
Let

{ n } @ =D = (T - )
k], (¢ ="' =1)-(¢—1)
(this number is the number of k-dimensional subspaces in V' (n, q)).

Let
t=k—d/2+1.
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Then
n
t—1
< qu(n_k+d/27d7d/2>v

q

Ay(n,d, k)

where

equals the maximum size of a partial (d/2)-spread in V(n — k +d/2,q).
As a concrete example:

Aq(6,4,3) < (¢ + 1)

which has the following vector meaning: The upper bound on the number of 3-dimensional
subspaces of V (6, q) pairwise intersecting in at most a vector line is (¢ + 1)%.

There is one recent result in which we have the exact value for 4,(6,4, 3).

Theorem 2 (Honold, Kiermaier, Kurz). [7]
As(6,4,3) = 77,

The mazximal number of 3-dimensional subspaces in V (6,2) pairwise intersecting in at most a vector

line V(1,2) is 77.
Theorem 3 (Honold, Kiermaier, Kurz, Cossidente, Pavese). [2, 7]
¢ +2¢° +20+1< A,6,4,3) < (¢*+ 1)

There is an example of ¢° + 2¢*> + 2q + 1 distinct 3-dimensional subspaces in V(6,q) pairwise
intersecting in at most a vector line V(1,q).

6 Finite projective spaces

In the preceding section, random network coding was described in a vector space setting V(n, q).
The codewords consist of k-dimensional vector subspaces V' (k, ¢) in this given vector space V(n, q).

But this has an equivalent formulation in a projective space setting. In a projective space
setting, a k-dimensional vector space V (k, ¢) corresponds to a (k — 1)-dimensional projective space
PG(k — 1,q), and the n-dimensional vector space V'(n,q) corresponds to the (n — 1)-dimensional
projective space PG(n — 1,q) [5, 6].

So many problems on random network codes have an equivalent formulation as a problem in
finite projective spaces. In this projective spaces setting, specific techniques can be used.

For instance, Cossidente and Pavese constructed their example of ¢ + 2¢% + 2¢ + 1 distinct
3-dimensional subspaces in V(6,¢) pairwise intersecting in at most a vector line V'(1,¢q), in the
projective space setting [2]. They constructed a set of ¢° +2¢? 4+ 2¢ + 1 projective planes in PG(5, q)
pairwise intersecting in at most a projective point. The crucial ideas in their construction methods
were: bundles of conics in a fixed plane PG(2,q) of PG(3,¢q), hyperbolic quadrics of PG(3,q)
through the conics of this bundle, reguli and opposite reguli of these hyperbolic quadrics, the Klein
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correspondence which associates Pliicker coordinates to the lines of these reguli and opposite reguli
and which associates planes of PG(5,q) to these reguli and opposite reguli, and the Klein quadric
Q" (5,9)-

Due to this equivalence between problems on random network codes and problems on substruc-
tures in finite projective spaces, it is of the greatest importance to also keep up-to-date with the
research results on substructures in finite projective spaces.

7 Open problems

The preceding theorems are intended to give a flavour of the type of problems that occur in random
network coding.

7.1 Problem 1

The first problem can be stated very general:
Problem 1: Investigate the parameter A,(n,d, k).
This translates to different types of problems. First of all:

Problem 1.1: Find geometrical constructions of large sets S of k-dimensional subspaces in
V(n,q) pairwise intersecting in at most a vector space of dimension k — d/2.

As a concrete example, for d = 2k, this means that two different k-dimensional subspaces of S
pairwise intersect in the zero-vector. Then S is called a partial k-spread of V(n, q).

Here, the upper bound is known when k divides n, since then it is possible to partition the
non-zero vectors of V(n, q) into k-dimensional subspaces.

But if k£ does not divide n, then in many cases, the upper bound on the size of a partial k-spread
of V(n,q) is not known [1]. So here, an important problem is to improve the known upper bounds
on the sizes of these partial k-spreads of V'(n, q).

But when d < 2k, also then there are still many cases in which we are looking for large sets S
of k-dimensional subspaces in V'(n, q) pairwise intersecting in at most a vector space of dimension

k—d)2.

Problem 1.2: Eliminate possible sizes for large sets S of k-dimensional subspaces in V(n,q)
pairwise intersecting in at most a vector space of dimension k — d /2.

In many cases, there are no sets S of k-dimensional subspaces in V' (n,q) pairwise intersecting
in at most a vector space of dimension k — d/2, meeting the upper bound for the Johnson bound
Ay(n,d, k).

So the problem is whether the present upper bounds on A,(n,d, k) can be improved? Some-
times imposing that a set S of k-dimensional subspaces in V' (n, ¢) pairwise intersecting in at most
a vector space of dimension k — d/2 has a very large size leads to geometrical information on the
k-dimensional subspaces in this set §, which then leads to contradictory information, thus elimi-
nating such sets S of that large size.
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Problem 1.3: Prove extendability results on random network codes.

The third problem originates from coding theory. In classical coding theory, there are different
types of extendability results. Here, extendability can relate to enlarging the length of the code
and simultaneously increasing the minimum distance d of the code, or can relate to increasing the
number of codewords of the code, without decreasing the minimum distance d.

A very well-known example in classical coding theory is the extendability of g-ary (4,¢* — 1, 3)-
codes to (4, ¢?, 3)-codes.

In random network coding, recently, A. Naki¢ and L. Storme proved a similar extendability
result for random network codes satisfying specific divisibility conditions for their parameters [8].
So, here the open problem is to improve these extendability results.

7.2 Problem 2

It is clear from Problem 1 that many problems on random network codes are equivalent to particular
problems on substructures in finite projective spaces.

In fact, random network coding has led to new interesting problems on substructures in finite
projective spaces. Problem 1 focusses precisely on this type of problems.

But there are also specific problems, closely related to problems from random network codes,
which are of a geometrical interest or importance.

We mention two particular examples of such problems.

Problem 2.1: Construct small mazimal sets S of k-dimensional subspaces in V(n,q) pairwise
intersecting in at most a vector space of dimension k — d/2.

Here, mazrimal means that these sets S are not strictly contained in a larger set & of k-
dimensional subspaces in V' (n, ¢) pairwise intersecting in at most a vector space of dimension k—d/2.

For instance, let d = 2k, then this problem asks for the smallest maximal partial k-spreads in
V(n,q) [4].

Problem 2.2: Construct for many values of s, maximal sets S of s distinct k-dimensional
subspaces in V(n, q) pairwise intersecting in at most a vector space of dimension k — d/2.

This type of problem is called a spectrum problem. In this problem, the spectrum for a parameter
s is investigated [10].

7.3 COST project

Since 2012, there is a COST project focusing on Random network coding. The COST project
IC-1104 Random network coding and designs over GF(q) [3] investigates a large variety of problems
on random network coding.

Under http://www.network-coding.eu/pubs.html, T. Etzion has made available an article,
entitled Problems on q-Analogs in Coding Theory, listing many problems on random network coding.
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Similarly, under the same webpage, L. Lambert has put available her master project Random
network coding and designs over F,, written during the academic year 2012-2013 at Ghent Univer-
sity. This master project was specifically intended to write a text which, as quickly as possible,
introduces random network coding to new researchers wishing to work on this topic.
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Cim
by Péter Sziklai

We work over the finite field GF(q) having ¢ elements, ¢ = p" a prime power. AG(n,q) is the
n-dimensional affine (or vector-) space over GF(q), PG(n, ¢) is the n-dimensional projective space,
and we imagine PG(n, q) as AG(n, ¢)UH,, where H,, is the “hyperplane at infinity”. The points
of H. are sometimes called directions.

A point set U determines a direction d € H if a secant line of U hits H,, at d. Then Dy or
simply D C H,, is the set of directions determined by U, N = H,, \ D is the set of nondetermined
directions.

Exercise. Show that |U| > ¢"~! implies that every direction in H,, are determined.
Basically, we are interested in two questions.

Research problem.

(a) What are the possible (feasible) direction sets D for which there exists an affine point set U
such that D = Dy?

(b) Given a feasible direction set D, which are the minimal and the maximal affine point sets U
such that D = Dy? This is very general. Every subcase is interesting, i.e. restriction to the plane

(n = 2), asking the possible numbers | Dy, fixing the size |U], etc. A well-known (difficult) case is
when n = 2,|U| = ¢ and |Dy| < 22 in this case the points of U (if you suppose that the origin
is in U) form a linear subspace over a suitable subfield of GF(g). In particular, if ¢ = p is a prime
then U must be a line.

Exercise. Show that a random pointset of size at least y/2qlog(q) determines every direction with
high probability.

Rédei and Megyesi proved that in AG(2,p), p prime, a set U of p points determines at least
’%3 directions, unless U is a complete affine line. Lovéasz and Schrijver proved that in the case of
equality the set is unique (the origin plus the square elements of the field on the two coordinate
axes). Later Sz6nyi (and even later Blokhuis) proved the analogue of the Rédei-Megyesi result: a
set U of k < p points determines at least % directions, unless the points of U are collinear. The
analogue of the construction above shows that the bound is sharp: if you take the origin plus a
multiplicative subgroup of size % on each coordinate axes, then the resulting k£ points determine
% directions precisely.

Problem. Show the analogue of the Lovasz-Schrijver result, i.e. that if |[U| = k determines precisely
% directions then U is the point set coming from the construction above.

Problem. Show that in AG(2,p), p prime, a set U of p — e points (0 < & < ... small) cannot

determine |Dy| = 2 directions.

2

As we have seen, in AG(n, q) the largest “meaningful” point sets are of size ¢" . Suppose that
we have a slightly smaller pointset |U| = ¢"~! — . A stability result says that in such a case one
can find the “missing” |Uy| = € points such that U U Uy together determines the same directions as
U did.

Exercise. Let U = {P;, = (a;,b;) : i = 1,...,q — 1} be a set of ¢ — 1 points in the plane, given by
their coordinates. Find the “missing” point P, = (a,,b,) such that U U {P,} together determines
the same directions as U did. Hint: try P, = (=) a;, —>_ b;).
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Theorem. Let n > 3. Let U C AG(n,q) C PG(n,q), [U| = ¢! — 2. Let D C H,, be the set of
directions determined by U and put N = H,, \ D the set of non-determined directions. Then U
can be extended to a set U D U, |U| = ¢" ! determining the same directions only, or the points of
N are collinear and |N| < |%£2], or the points of N are on a (planar) conic curve.

Theorem. Let U C AG(3,q) C PG(3,q), |U| = ¢* — ¢, where € < p. Let D C H,, be the set of
directions determined by U and put N = H, \ D the set of non-determined directions. Then N is
contained in a plane curve of degree e* — 2¢3 + ¢ or U can be extended to a set U 2 U, |U| = ¢°.

The proofs and much stronger results would follow from the following.

Research problem. Show that it is a “very rare” situation that in PG(n, q) a hypersurface f =0
with d = deg f > 2 admits a hyperplane H such that the intersection of H and the hypersurface
splits into d linear factors, i.e. (n — 2)-dimensional subspaces (Totally Reducible Intersection, TRI
hyperplane). We conjecture the following.

Conjecture. Let f(Xo, X, ..., X,,) be a homogeneous irreducible polynomial of degree d > 2 and
let F' be the hypersurface in PG(n, q) determined by f = 0. Then the number of TRI hyperplanes
to F'is “small” (maybe < 45 but any bound is welcome) or F' is a cone with a low dimensional
base.

The direction problems have many applications in other parts of mathematics.

Let G = Z, x Z, (we are going to use the additive notation) and suppose that G = A + B with
A, B C G, (0,0) € A, B and for each g € G there is a unique way to write it as g = a+b,a € A,b €
B. Then we say that G = A + B is a normal factorization of G.

Theorem. In every normal factorization of G = Z, x Z,, either A or B is a subgroup.

The “stability version” of this result is the following: let G = Z, x Z, and A, B C G, (0,0) €
A, B, |A|l > p—c¢,|B| > p—c¢, where ¢ < ¢p for a small constant c¢. Suppose that if for some g € G
g=a;+b =ay+bs,a; € Ab; € B then a; = ay and by = by. (We may say that A+ B C G is a
partial normal factorization of G.)

Problem. Show that in every partial normal factorization of G = Z, x Z,, either A or B can be
extended to a subgroup of order p, if ¢ < ...
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Contributed Problems

An extremal problem on crossing vectors

by Michat Lason

For positive integers w and k, two vectors A and B from Z" are called k-crossing if there are
two coordinates i and j such that A[i] — B[i] > k and B[j] — A[j] > k.

Problem 1. What is the mazimum size of a family of pairwise 1-crossing and pairwise non-k-
crossing vectors in 7" ¢

Let f(k,w) denote the maximum size of such a family. In other words, f(k,w) is the maximum
size of an antichain in Z" with no two k-crossing vectors.

Conjecture 2 (Felsner, Krawczyk, Micek 2010; cf. [1]). For k,w > 1 we have
F(k,w) = kvL,

It is fairly easy to construct several quite different examples of families of desired size k%1
Thus the inequality f(k,w) > k*“~! is always true. The hard part is to prove the opposite. We
prove the conjecture for w < 3 (for w = 1 it is trivial, for w = 2 easy, but for w = 3 already hard).
We provide also weaker upper bounds for w > 4.

Theorem 1 ([1]). For every k and 1 < w < 3 we have
f(k,w) =k,
and for every k and arbitrary w we have
flk,w) < kY —(k—1)".
This problem is motivated by a natural question concerning the width of the family of maximum
antichains of a partially ordered set.
References

[1] M. Lason, P. Micek, N. Streib, T. Trotter, B. Walczak, An extremal problem on crossing
vectors, to appear in Journal of Combinatorial Theory, Series A, arXiv:1205.1824
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Embedding generalized quadrangles in the plane

by Janos Barat

Péter Maga posed a question for the Second Emléktabla Workshop, which I tried to solve with
Zoli Nagy and Dave Pritchard.

Problem Characterize the graphs whose vertices can be mapped into different points of the
plane in such a way that any k > 2 points are collinear if and only if the corresponding vertices
form a clique.

In the aftermath, we ran into a few interesting open problems about embeddability of generalized
quadrangles. I would like to resuscitate our efforts and list these questions.

A generalized quadrangle is an incidence structure that satisfies certain axioms [1]. A generalized
quadrangle with parameters (s, t) is often denoted by GQ(s,t).

The smallest non-trivial generalized quadrangle is GQ(2,2). It is usually depicted with curly
lines in the plane. However, it has a straight-line representation in the real plane, probably first
proved in [2]. There are two GQ of order three: Q(4,3) and its dual W (3).

Problem The smallest example not admitting a real embedding in 3-space is Q(4,3). It may
not have a realization in the plane either, but I cannot prove this.

Problem The generalized quadrangle W (3) cannot be embedded in 4-space, but can one realize
it in (3-space or) 2-space?

References

[1] S. E. Payne and J. A. Thas. Finite generalized quadrangles. Research Notes in Mathematics,
110. Pitman (Advanced Publishing Program), Boston, MA, 1984. vi+312 pp retrieved from
cage.ugent.be/~ bamberg/FGQ.pdf

[2] J.A. Thas and H. Van Maldeghem, Generalized quadrangles weakly embedded in finite projec-
tive space, J. Statistical Planning and Inference 73 (1998), 353-361.

Problem 38 from Peter Cameron’s collection

due to R. A. Bailey, suggested by Taméas Héger

Let A be an affine plane of order ¢. Is it possible to find, for each point x of A, a permutation
p. of the set of parallel classes of A with the properties

1. for all z, p, is a derangement (a fixedpoint-free permutation);
2. for all distinct z, y, if the line zy lies in parallel class C, then Cp, is different from Cp,?

There is no solution for ¢ = 2, since there are only two derangements and four points. For ¢ = 3,
there is a solution. It is conjectured that a solution exists for all larger q.
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Turan’s problem for vector spaces

by Zoltan Lérant Nagy and Baldzs Patkods

A well-known problem of Turan is the following: given k& < [ < n what is the maximum number
t = t(k,l,n) of k-subsets Fi, Fy, ..., F; of [n] = {1,2,...,n} such that for every [-subset L of [n]
there exists a k-subset K C L that is not equal to any F;, © = 1,2,...,t. Even determining the
asymptotics of ¢(3,4,n) is known to be a hard problem open for more than 50 years.

We propose the g-analog of the above problem for which even less is known (as for subsets, fairly
much is known about the case k = 2): let V be an n-dimensional vector space over the finite field
F,. What is the largest size that a family F of k-subspaces of V' can have with the property that
for any [-subspace U of V' at least one k-subspace G of U is not in F. There are sporadic results
for small values of k,l,n or when k grows with n. We are interested in the g-Mantel problem of
determining

lim tq(27,13,n)

n—»00 uq
A family of 2-spaces with the above property is [‘2/] \ [g] where U is any (n — 1)-subspace of V.
Does there exists an infinite sequence of n for which there is a better (i.e. larger) construction?

Can we sometimes define the parity of a set?

by Démétor Palvélgyi

Suppose that (Z), (Zj), e (”_'f“) are all even. (This happens for example if k£ = 2* — 1 and
n = 2k.) In this case, can we select (Z) /2 sets of size k from an n element set such that any i < k
elements are contained in exactly (Z:Z) /2 of the selected sets?

This would be somekind of parity for the sets. If true, I am also interested in the natural
generalization for p # 2 to define some mod p of a set.

As I have learned from Peter Dukes, this question is almost the same as the “Halving conjecture”
of Reza Khosrovshahi. You can find his survey with B. Tayfeh-Rezaie titled Trades and ¢-designs
here: http://math.ipm.ac.ir/combin/publications/files/2009/PA0900076.pdf



