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#### Abstract

Let $K \subset \mathbf{R}^{d}$ be a sufficiently round convex body (the ratio of the circumscribed ball to the inscribed ball is bounded by a constant) of a sufficiently large volume. We investigate the randomized integer convex hull $I_{L}(K)=\operatorname{conv}(K \cap L)$, where $L$ is a randomly translated and rotated copy of the integer lattice $\mathbf{Z}^{d}$. We estimate the expected number of vertices of $I_{L}(K)$, whose behaviour is similar to the expected number of vertices of the convex hull of Vol $K$ random points in $K$. In the planar case we also describe the expectation of the missed area $\operatorname{Vol}\left(K \backslash I_{L}(K)\right)$. Surprisingly, for $K$ a polygon, the behaviour in this case is different from the convex hull of random points.


## 1. Introduction

Let $\mathbf{Z}^{d}$ denote the $d$-dimensional integer lattice. Let $K \subset \mathbf{R}^{d}$ be a convex body, i.e., a convex compact set with nonempty interior. The integer convex hull $I(K)$ of $K$ is the convex hull of all lattice points in $K$ :

$$
I(K)=\operatorname{conv}\left(K \cap \mathbf{Z}^{d}\right)
$$

[^0]$I(K)$ is a convex polytope which is of central interest in integer programming. For instance, when maximizing a linear function $f$ on the integer points in $K$, one looks for the maximum of $f$ on $I(K)$.

Randomized Integer Convex Hull. In this paper is we study the average behaviour of a randomized version of the integer convex hull. The lattice $\mathbf{Z}^{d}$ is replaced by $L$, a randomly translated and rotated copy of $\mathbf{Z}^{d}$, and we investigate

$$
I_{L}(K)=\operatorname{conv}(K \cap L)
$$

for a fixed convex body $K$. More precisely, for a translation vector $t \in[0,1)^{d}$ and a rotation $\rho \in S O(d)$ around the origin, we set $L_{t, \rho}=\rho\left(\mathbf{Z}^{d}+t\right)$, and we define

$$
\mathcal{L}=\left\{L_{t, \rho}: t \in[0,1)^{d}, \rho \in S O(d)\right\} .
$$

A probability measure on $\mathcal{L}$ is defined as the product of the Lebesgue measure on $[0,1)^{d}$ and of the normalized Haar measure on $S O(d)$. This measure is invariant under isometries of $\mathbf{R}^{d}$.

The Expected Number of Vertices. First we are interested in the expected number of vertices

$$
\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right],
$$

where $K$ is fixed and the expectation is with respect to a random choice of $L \in \mathcal{L}$.
As is common in the investigation of similar problems, we express the results using the function $u: K \rightarrow \mathbf{R}$ given by

$$
u(x)=\operatorname{Vol}(K \cap(2 x-K))
$$

That is, $u(x)$ is the volume of the so-called Macbeath region, which is the intersection of $K$ with $K$ reflected about $x$ (more information about properties of the Macbeath regions are given in Section 2). We also set

$$
K(u<t)=\{x \in K: u(x)<t\} .
$$

We need to assume that our convex body $K$ is round and sufficiently large. We write $\mathcal{C}_{D}$ or $\mathcal{C}_{D}^{d}$ for the set of all convex bodies in $\mathbf{R}^{d}$ for which $R / r \leq D$, where $K$ contains a ball of radius $r$ and is contained in a concentric ball of radius $R$. Roundness implies that the points with small $u(x)$ lie close to the boundary of $K$. This is not true in general as the function $u(x)$ is invariant under volume-preserving affine transformations.

Theorem 1.1. Given $d$ and $D$, there exist positive constants $c_{0}, c_{1}, c_{2}$, depending only on $d$ and $D$, such that for all $K \in \mathcal{C}_{D}$ with $\operatorname{Vol} K>c_{0}$,

$$
c_{1} \operatorname{Vol} K(u<1) \leq \mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right] \leq c_{2} \operatorname{Vol} K(u<1)
$$

With the convenient Vinogradov $\ll$ notation, the last inequalities say that, as $\operatorname{Vol} K \rightarrow$ $\infty$,

$$
\operatorname{Vol} K(u<1) \ll \mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right] \ll \operatorname{Vol} K(u<1)
$$

where the implied constants depend only on $d$ and $D$.

A Comparison with Random Polytopes. It is interesting and instructive to compare the randomized integer convex hull with a random polytope inscribed in $K$. The random polytope $K_{n}$ is defined as the convex hull of $n$ random points $x_{1}, \ldots, x_{n}$ chosen independently and uniformly from $K$. The proper scaling for comparison with Theorem 1.1 is $\operatorname{Vol} K=n$. Under this convention,

$$
\begin{equation*}
\operatorname{Vol} K(u<1) \ll \mathbf{E}\left[f_{0}\left(K_{n}\right)\right] \ll \operatorname{Vol} K(u<1) \tag{1}
\end{equation*}
$$

as $n \rightarrow \infty$, with the implied constants depending only on $d$ [BL1] (no additional assumptions on $K$ are needed here). The same estimates hold for the expected number of $i$-dimensional faces of $K_{n}, \mathbf{E}\left[f_{i}\left(K_{n}\right)\right]$ [B].

Theorem 1.1 and (1) show a strong analogy between random polytopes and the randomized integer convex hull. Most likely, $\mathbf{E}\left[f_{i}\left(I_{L}(K)\right)\right]$ behaves like $\mathbf{E}\left[f_{i}\left(K_{n}\right)\right]$ for all $i$, but a proof looks hopeless for the time being.

The Expected Missed Area. When approximating a convex body $K$ by an inscribed polytope $P$, the volume of $K \backslash P$, the part of $K$ missed by $P$, serves as a measure of approximation. When $P$ is the random polytope $K_{n}$, and $\operatorname{Vol} K=n$, we have [BL1]

$$
\operatorname{Vol} K(u<1) \ll \mathbf{E}\left[\operatorname{Vol}\left(K \backslash K_{n}\right)\right] \ll \operatorname{Vol} K(u<1)
$$

An analogous result for the randomized integer convex hull can be conveniently formulated using the function $v: K \rightarrow \mathbf{R}$ defined by

$$
\begin{equation*}
v(x)=\min \{\operatorname{Vol}(K \cap H): H \text { is a half-space with } x \in H\} \tag{2}
\end{equation*}
$$

The functions $u$ and $v$ behave very similarly, and both of them are invariant under volume preserving affine transformation. For instance, $u(x) \leq 2 v(x)$, and according to a result from [BL1], if $v(x) \leq(2 d)^{-2 d} \operatorname{Vol} K$ or if $u(x) \leq\left(12 d^{3}\right)^{-d} \operatorname{Vol} K$, then

$$
\begin{equation*}
v(x) \leq(3 d)^{d} u(x) \tag{3}
\end{equation*}
$$

Again, $v(x)$ is small if $x$ lies near the boundary of $K$ provided $K \in \mathcal{C}_{D}^{d}$. So in some sense, $\operatorname{Vol} K(v<1)$ and $\operatorname{Vol} K(u<1)$ measures the boundary of $K$.

Thus the above estimate for the missed volume can be written as

$$
\operatorname{Vol} K(v<1) \ll \mathbf{E}\left[\operatorname{Vol}\left(K \backslash K_{n}\right)\right] \ll \operatorname{Vol} K(v<1)
$$

Here the analogy between random polytopes and the integer convex hull no longer holds. We show this for $d=2$ with the following results.

Theorem 1.2. For $K \in \mathcal{C}_{D}^{2}$, as Area $K \rightarrow \infty$,

$$
\int_{K} \frac{d x}{v(x)+1} \ll \mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right] \ll \int_{K} \frac{d x}{v(x)+1}
$$

with the implied constants depending only on $D$.

Theorem 1.3. For any planar convex body $K$, we have

$$
(\log \operatorname{Area} K)^{2} \ll \int_{K} \frac{d x}{v(x)+1} \ll(\operatorname{Area} K)^{1 / 3}
$$

as Area $K \rightarrow \infty$ (the implied constants are universal).

The upper bound here is the best possible, as we show after the proof of Theorem 1.3. The lower bound is also the best possible, apart from the constant: letting $Q$ be a square it is not hard to see that

$$
\int_{Q} \frac{d x}{v(x)+1} \ll(\log \operatorname{Area} Q)^{2}
$$

where the implied constant is universal. The same applies to any fixed convex polygon.
The example of the square $Q$ shows that for the random polygon, the expected missed area is $\log \operatorname{Area} Q$, while for the randomized integer convex hull it is $(\log \operatorname{Area} Q)^{2}$. So this is where the analogy breaks down. The reason may be that $I(Q)$ contains many more lattice points on its boundary than $Q_{n}$. Another explanation is that what is measured here is a metric and not a combinatorial quantity.

We mention that for a smooth convex body $K \in \mathcal{C}_{D}^{d}$, the missed volume of $\lambda K \backslash I(\lambda K)$ behaves the same way as for random polytopes when $\lambda \rightarrow \infty$ (see [BL2]):

$$
\lambda^{d((d-1) /(d+1))} \ll \operatorname{Vol}(\lambda K \backslash I(\lambda K)) \ll \lambda^{d((d-1) /(d+1))} .
$$

So the misbehaviour of the square, and of convex polygons in general, is an unexpected fact (at least for the authors).

Other Related Results. We mention some other known results concerning the integer convex hull. Motivated by problems in integer programming, Cook et al. [CHKM] show that for a rational polyhedron $K \subset \mathbf{R}^{d}, f_{0}(I(K)) \ll(\text { size } K)^{d-1}$, where the size of $K$ is the number of digits needed to describe the inequalities defining $K$. ( $K$ is a rational polyhedron if the defining inequalities have integral coefficients.) This bound is the best possible in general [BHL].

The following estimate was proved in [BL2] for the integer convex hull of large balls, and more generally, for $I(\lambda K)$ with a fixed smooth $K$ and $\lambda \rightarrow \infty$ :

$$
\lambda^{d((d-1) /(d+1))} \ll f_{i}(I(\lambda K)) \ll \lambda^{d((d-1) /(d+1))}
$$

with the implied constants depending on $K$. We note that this behaviour is again analogous to that of a random polytope (and to the randomized integer convex hull as in Theorem 1.1), since for $K$ fixed and smooth and $K^{\prime}=\lambda K$ the function $\lambda \mapsto \operatorname{Vol} K^{\prime}(u<1)$ has order $\lambda^{d((d-1) /(d+1))}$.

## 2. Preliminaries

Macbeath Regions. In the subsequent proofs we use the properties of Macbeath regions and minimal caps extensively. The Macbeath region, or $M$-region for short, of a convex
body $K$ centred at $x \in K$ is

$$
M(x)=M_{K}(x)=[x+(K-x)] \cap[x-(K-x)]=K \cap(2 x-K)
$$

The definition comes from Macbeath [M]; also see [ELR] and [BL1]. The region $M(x)$ is centrally symmetric with centre $x$. Its copies blown up by a factor $\lambda>0$ from the centre $x$ are denoted by

$$
M(x, \lambda)=x+\lambda(M(x)-x)
$$

With this notation $u(x)=\operatorname{Vol} M(x)$ and $K(u<t)=\{x \in K: u(x)<t\}$. Macbeath proved [M] that $u^{1 / d}$ is a concave function on $K$. The quantity

$$
\frac{\operatorname{Vol} K(u<t \operatorname{Vol} K)}{\operatorname{Vol} K}
$$

is invariant under nondegenerate affine transformations, is positive and nondecreasing for $t>0$, and is equal to 1 for $t \geq 1$. It is shown in [BL1] that for $0<t<c$ (where $c$ depends only on $d$ ),

$$
\begin{equation*}
t\left(\log \frac{1}{t}\right)^{d-1} \ll \frac{\operatorname{Vol} K(u<t \operatorname{Vol} K)}{\operatorname{Vol} K} \ll t^{2 /(d+1)} \tag{4}
\end{equation*}
$$

with the implied constant depending only on $d$. Here the lower bound is reached on polytopes, and the upper bound on smooth enough convex bodies. The last estimates and Theorem 1.1 imply that, for all convex bodies $K \in \mathcal{C}_{D}$,

$$
(\log \operatorname{Vol} K)^{d-1} \ll \mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right] \ll(\operatorname{Vol} K)^{(d-1) /(d+1)}
$$

as $\operatorname{Vol} K \rightarrow \infty$. The upper bound is reached for smooth convex bodies, and the lower bound is attained for polytopes.

Minimal Caps. We recall definition (2) of $v: K \rightarrow \mathbf{R}$ :

$$
v(x)=\min \{\operatorname{Vol}(K \cap H): H \text { is a halfspace with } x \in H\}
$$

The minimum is reached on a halfspace $H_{0}$. Then $C(x)=K \cap H_{0}$ is called a minimal cap. The minimal cap of $x \in K$ need not be unique, but we fix one of the minimal caps and denote it by $C(x)$. The next two results are Lemma 2 and Theorem 7 from [BL1]. The former is used in the proof of inequality (3). We remind the reader that $C(x)$ is the minimal cap and $M(x, 3 d)$ is the Macbeath region blown up by a factor of $3 d$.

Lemma 2.1. If $x \in K$ and $v(x)<(2 d)^{-2 d} \operatorname{Vol} K$, then

$$
C(x) \subset M(x, 3 d)
$$

The following theorem expresses an "almost concavity" property of the function $u$ :
Theorem 2.2. If $K$ is a d-dimensional convex body, $\varepsilon \leq(2 d)^{-2 d}$ and $\lambda>1$, then

$$
\operatorname{Vol} K(u<\varepsilon \operatorname{Vol} K) \geq c_{d} \lambda^{-d} \operatorname{Vol} K(u<\lambda \varepsilon \operatorname{Vol} K)
$$

with the positive constant $c_{d}$ depending only on $d$.

## 3. The Expected Number of Vertices

In this section we prove Theorem 1.1. We begin with a few auxiliary claims. The first three hold for an arbitrary convex body $K$ in $\mathbf{R}^{d}$.

Claim 3.1. If $x$ is a vertex of $I(K)$, then $M(x) \cap \mathbf{Z}^{d}=\{x\}$.

Proof. If $z \neq x$ is another element of $M(x) \cap \mathbf{Z}^{d}$, then so is its reflection $2 x-z$ about $x$. However, then $x$ is the midpoint of the segment $[z, 2 x-z] \subset M(x) \cap \mathbf{Z}^{d}$ and cannot be a vertex of $I(K)$.

Claim 3.2. If $C(x) \cap \mathbf{Z}^{d}=\{x\}$, then $x$ is a vertex of $I(K)$.

Proof. Trivial.

Claim 3.3. If $\operatorname{dist}(x, \partial K)=\delta$, then

$$
v(x) \leq \frac{d \delta}{2 r} \operatorname{Vol} K
$$

where $r$ is the radius of the largest ball inscribed in $K$.

Proof. The ball $B(x, \delta)$ centred at $x$ and of radius $\delta$ touches $\partial K$ at $y$, say. We write $h_{t}$ for the hyperplane orthogonal to $x-y$ and containing the point

$$
y+t \frac{x-y}{\|x-y\|}
$$

Let $U=\max _{t} \operatorname{Vol}_{d-1}\left(h_{t} \cap K\right)$, and let $C$ be the smaller of the caps cut off from $K$ by $h_{\delta}$. Now $\operatorname{Vol} K \geq(2 r / d) U$. Consequently,

$$
v(x) \leq \operatorname{Vol} C \leq \delta U \leq \frac{d \delta}{2 r} \operatorname{Vol} K
$$

Lemma 3.4. Let $K \in \mathcal{C}_{D}^{d}$ have a sufficiently large volume (larger than a suitable function of $d$ and $D)$. If $M(x, 3 d) \cap \mathbf{Z}^{d}=\{x\}$, then $C(x) \cap \mathbf{Z}^{d}=\{x\}$.

Proof. We observe that $B(x, \sqrt{d}) \not \subset M(x, 3 d)$, since $B(x, \sqrt{d})$ contains many lattice points besides $x$. Then $B(x, 1 / \sqrt{9 d})$ is not contained in $K$. Thus $\delta=\operatorname{dist}(x, \partial K) \leq$ $1 / \sqrt{9 d}$, and we can use Claim 3.3:

$$
v(x) \leq \frac{d \delta}{2 r} \operatorname{Vol} K \leq \frac{d^{1 / 2}}{6 r} \operatorname{Vol} K \leq(2 d)^{-2 d} \operatorname{Vol} K
$$

if $\operatorname{Vol} K$ is sufficiently large, since $r \rightarrow \infty$. We can now apply Lemma 2.1.

Lemma 3.5. If $C$ is a 0 -symmetric convex body in $\mathbf{R}^{d}$ and $\operatorname{VolC} \leq(2 /(\sqrt{d}+2))^{d}$, then

$$
\operatorname{Prob}\left[C \cap \rho \mathbf{Z}^{d}=\{0\}\right] \geq \frac{1}{2},
$$

where the probability is with respect to a random rotation $\rho \in S O(d)$.

Proof. We assume $z \in \mathbf{Z}^{d}, z \neq 0$, and let $Q(z)$ denote the aligned unit cube centred at $z$. If $x \in Q(z)$, then $\|x-z\| \leq \sqrt{d} / 2$, which is the radius of the smallest ball containing $Q(z)$. Then, writing $\alpha=(1+\sqrt{d} / 2)^{-1}$, we have

$$
\|x\| \leq\|z\|+\frac{\sqrt{d}}{2} \leq \frac{\|z\|}{\alpha},
$$

and, consequently, $\|z\| \geq \alpha\|x\|$.
Now we compute

$$
\begin{aligned}
\mathbf{E}\left[\left|C \cap \rho \mathbf{Z}^{d}\right|\right] & =\mathbf{E}\left[\left|\rho C \cap \mathbf{Z}^{d}\right|\right]=\sum_{z \in \mathbf{Z}^{d}} \operatorname{Prob}[z \in \rho C] \\
& =1+\sum_{z \in \mathbf{Z}^{d} \backslash\{0\}} \int_{Q(z)} \operatorname{Prob}[z \in \rho C] d x \\
& \leq 1+\int_{\mathbf{R}^{d} \backslash Q(0)} \operatorname{Prob}[\alpha x \in \rho C] d x
\end{aligned}
$$

as points closer to the origin have higher probability of being contained in a rotated copy of $C$. The last integral, when taken over all $x \in \mathbf{R}^{d}$, is equal to $\alpha^{-d} \operatorname{Vol} C$. So

$$
\mathbf{E}\left[\left|C \cap \rho \mathbf{Z}^{d}\right|\right] \leq 1+\alpha^{-d} \operatorname{Vol} C \leq 2
$$

We set $p=\operatorname{Prob}\left[C \cap \rho \mathbf{Z}^{d}=\{0\}\right]$. Then

$$
\begin{aligned}
2 & \geq \mathbf{E}\left[\left|C \cap \rho \mathbf{Z}^{d}\right|\right] \\
& =\operatorname{Prob}\left[C \cap \rho \mathbf{Z}^{d}=\{0\}\right]+\sum_{k=1}^{\infty}(2 k+1) \operatorname{Prob}\left[\left|C \cap \rho \mathbf{Z}^{d}\right|=2 k+1\right] \\
& \geq p+3 \cdot \operatorname{Prob}\left[\left|C \cap \rho \mathbf{Z}^{d}\right|>1\right]=p+3(1-p)=3-2 p,
\end{aligned}
$$

implying $p \geq \frac{1}{2}$.
Now we re-express the expected number of vertices of $I_{L}(K)$. For a point $x \in K$, let $P_{\rho}(x)$ denote the probability that $x$ is a vertex of $I_{L}(K)$, where $L=\rho\left(\mathbf{Z}^{d}\right)+x$ is the integer lattice randomly rotated around zero and then translated to $x$ (or, equivalently, the origin is first translated to $x$ and then a random rotation around $x$ is applied). The probability is with respect to a random choice of $\rho \in S O(d)$.

Lemma 3.6. The expectation of $f_{0}\left(I_{L}(K)\right)$ with respect to a random choice of $L \in \mathcal{L}$ satisfies

$$
\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right]=\int_{K} P_{\rho}(x) d x
$$

Proof. For $L \in \mathcal{L}$ and $z \in L$ we define

$$
\chi(L, z)= \begin{cases}1 & \text { if } z \text { is a vertex of } I_{L}(K) \\ 0 & \text { otherwise }\end{cases}
$$

We note that the value of $\chi$ does not change by applying the same isometry on $K, L$, and $z$. We calculate

$$
\begin{aligned}
\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right] & =\int_{\mathcal{L}} \sum_{z \in L} \chi(L, z) d L \\
& =\int_{S O(d)} \int_{[0,1)^{d}} \sum_{z \in \rho\left(\mathbf{Z}^{d}+t\right)} \chi\left(\rho\left(\mathbf{Z}^{d}+t\right), z\right) d t d \rho \\
& =\int_{S O(d)} \int_{[0,1)^{d}} \sum_{w \in \mathbf{Z}^{d}} \chi\left(\rho\left(\mathbf{Z}^{d}+t\right), \rho(w+t)\right) d t d \rho \\
& =\int_{S O(d)} \int_{\mathbf{R}^{d}} \chi\left(\rho\left(\mathbf{Z}^{d}+y\right), \rho y\right) d y d \rho \\
& =\int_{S O(d)} \int_{\mathbf{R}^{d}} \chi\left(\rho\left(\mathbf{Z}^{d}\right)+\rho y, \rho y\right) d y d \rho \\
& =\int_{S O(d)} \int_{\mathbf{R}^{d}} \chi\left(\rho\left(\mathbf{Z}^{d}\right)+x, x\right) d x d \rho \\
& =\int_{K} \int_{S O(d)} \chi\left(\rho\left(\mathbf{Z}^{d}\right)+x, x\right) d \rho d x \\
& =\int_{K} P_{\rho}(x) d x
\end{aligned}
$$

as claimed.
Proof of Theorem 1.1. We begin with the upper bound. Claim 3.1 and Minkowski's theorem show that $P_{\rho}(x)=0$ if $u(x)>2^{d}$. Thus

$$
\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right]=\int_{K\left(u \leq 2^{d}\right)} P_{\rho}(x) d x \leq \operatorname{Vol} K\left(u \leq 2^{d}\right)
$$

The last expression is $\ll \operatorname{Vol} K(u<1)$ by Theorem 2.2 with $\lambda=2^{d}$ and $\varepsilon=(\operatorname{Vol} K)^{-1}$, which gets smaller than $(2 d)^{-2 d}$ when $\operatorname{Vol} K$ is large enough.

Next, we derive the lower bound in Theorem 1.1 using Lemma 3.5. We set $\eta=$ $(3 d)^{-d}(2 /(\sqrt{d}+2))^{d}$. We have

$$
\int_{K} P_{\rho}(x) d x \geq \int_{K(u \leq \eta)} P_{\rho}(x) d x
$$

By Lemma 3.5 $M(x, 3 d) \cap\left(\rho\left(\mathbf{Z}^{d}\right)+x\right)=\{x\}$ with probability at least $\frac{1}{2}$. Then Lemma 3.4 and Claim 3.2 imply that $x$ is a vertex of $I_{L}(K)$. Thus

$$
\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right] \geq \int_{K(u \leq \eta)} \frac{1}{2} d x \geq \frac{1}{2} \operatorname{Vol} K(u \leq \eta) \gg \operatorname{Vol} K(u<1)
$$

where the last inequality, again, follows from Theorem 2.2 with $\lambda=1 / \eta$ and $\varepsilon=$ $\eta(\operatorname{Vol} K)^{-1}$.

## 4. The Expected Missed Area

In this section we begin with the proof of Theorem 1.2. We establish the upper bound, and the following lower bound for the expected missed area:

Proposition 4.1. For $K \in \mathcal{C}_{D}^{2}$, as $\operatorname{Area} K \rightarrow \infty$,

$$
\int_{K(v \geq 1), w(x) \leq 1 / 3} \frac{d x}{v(x)} \ll \mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right]
$$

with the implied constants depending only on D. Here $w(x)$ is the width of the minimal cap $C(x)$ in the direction orthogonal to the line that cuts it off from $K$.

The lower bound of Theorem 1.2 will then follow from the following result:
Theorem 4.2. If $K \in \mathcal{C}_{D}^{2}$, then, as Area $K \rightarrow \infty$,

$$
\int_{K(v \geq 1), w(x) \leq 1 / 3} \frac{d x}{v(x)} \gg \int_{K} \frac{d x}{v(x)+1}
$$

The proof of this theorem is lengthy, and it is given in Section 6.
Auxiliary Claims. The following two lemmas are about a rectangle $T$ with sides of length $w$ and $\ell$, where $w<\ell$ ( $w$ is thought of as the width and $\ell$ as the length of $T$ ). Let $A=w l$ denote the area of $T$. We write $\mathbf{P}$ for the set of primitive vectors in $\mathbf{Z}^{2}$; that is, $\mathbf{P}=\left\{(a, b) \in \mathbf{Z}^{2}: a, b\right.$ relatively prime $\}$.

Lemma 4.3. Let $A>1$ and $w \leq \frac{1}{3}$. Then, for a random lattice $L \in \mathcal{L}$,

$$
\operatorname{Prob}[T \cap L=\emptyset] \gg \frac{1}{A}
$$

Proof. Here it is more convenient to think of the lattice as being fixed (equal to $\mathbf{Z}^{2}$ ), while a random isometry is applied to $T$; namely, first a random rotation, and then a random translation in $[0,1)^{2}$. Moreover, the translation vector can be chosen from any basic parallelogram of the lattice $\mathbf{Z}^{2}$, instead of $[0,1)^{2}$.

We consider $z \in \mathbf{P}$ with $\|z\| \leq 1 / 3 w$. Then $T$ has a position $T^{\prime}$ lying completely between two consecutive $z$-lattice lines (i.e., lines parallel to $z$ and containing points of $\mathbf{Z}^{2}$ ). We first check that such a position determines $z$ uniquely. If not, then there is another $z^{\prime} \in \mathbf{P}$ with $T^{\prime}$ lying completely between two consecutive $z^{\prime}$-lattice lines. So $T^{\prime}$ lies in a parallelogram with sides $z$ and $z^{\prime}$, which is lattice-point free, implying $A \leq 1$. To place $T$ between two consecutive $z$-lattice lines, we can first choose the rotation from an angular range of at least $\varphi$, where $\sin \varphi \geq(1 / \ell)(2 / 3\|z\|-w)$ (see Fig. 1), and for each such


Fig. 1. Lattice-point free positions of $T$.
rotation the lower left corner of $T$ can be placed anywhere in the shaded parallelogram of measure $\frac{1}{3}$. Thus the set of positions for a given $z$ has probability at least

$$
\frac{1}{3} \varphi>\frac{1}{3} \sin \varphi \geq \frac{1}{3 \ell}\left(\frac{2}{3\|z\|}-w\right) \geq \frac{1}{9 \ell} \frac{1}{\|z\|}
$$

The sum of these terms for all $z \in \mathbf{P}$ with $\|z\| \leq 1 / 3 w$ can be estimated by standard methods (see the following remark) and we get that the probability in question is at least

$$
\frac{1}{9 \ell} \sum_{\|z\| \leq 1 /(3 w)} \frac{1}{\|z\|} \gg \frac{1}{\ell w}=\frac{1}{A}
$$

Remark. Estimating the sum

$$
S(R)=\sum_{\|z\| \leq R, z \in \mathbf{P}} \frac{1}{\|z\|}
$$

is quite standard; see, for instance, pages 268-269 of [HW] for a very similar proof. We use the Möbius function $\mu(d)$ and the fact that $\sum_{d \mid n} \mu(d)=1$ if $n=1$ and zero for all other positive integer $n$. Thus, writing $\mathbf{Z}(R)$ for the set of lattice points $z$ with $0<z \leq R$,

$$
\begin{aligned}
S(R) & =\sum_{z=(x, y) \in \mathbf{Z}(R)} \frac{1}{\|z\|} \sum_{d|x, d| y} \mu(d) \\
& =\sum_{d=1}^{R} \mu(d) \sum_{z=(x, y) \in \mathbf{Z}(R), d|x, d| y} \frac{1}{\|z\|} \\
& =\sum_{d=1}^{R} \frac{\mu(d)}{d} \sum_{z=(x, y) \in \mathbf{Z}(R / d)} \frac{1}{\|z\|} .
\end{aligned}
$$

Here one needs to estimate the sum of $1 /\|z\|$ for the integer points in $\mathbf{Z}(R / d)$, which differs little from the integral (we omit the straighforward details)

$$
\int_{0}^{R / d} \frac{d x d y}{\sqrt{x^{2}+y^{2}}}=\int_{0}^{R / d} \int_{0}^{2 \pi} d r d \varphi=\frac{2 \pi R}{d}
$$



Fig. 2. Lattice-point free positions of $T$; an upper bound.

We continue the estimation (the $o(\cdot)$ notation below refers to $R \rightarrow \infty$ ):

$$
\begin{aligned}
S(R) & =(1+o(1)) \cdot \sum_{d=1}^{R} \frac{\mu(d)}{d} \frac{2 \pi R}{d} \\
& =(1+o(1)) 2 \pi R \cdot \sum_{d=1}^{R} \frac{\mu(d)}{d^{2}}=(1+o(1)) \frac{12 R}{\pi},
\end{aligned}
$$

since $\sum_{1}^{\infty}\left(\mu(d) / d^{2}\right)=6 / \pi^{2}$; see $[\mathrm{HW}]$. We use the same estimate at the end of the next proof.

Lemma 4.4. For every rectangle $T$ with parameters $w, \ell$ and $A=w \ell$,

$$
\operatorname{Prob}[T \cap L=\emptyset] \ll \frac{1}{A}
$$

Proof. We consider a lattice-point free position $T^{\prime}$ of $T$. By the Flatness Theorem (see $[\mathrm{K}],[\mathrm{KL}]$ and $[\mathrm{H}]$ for the planar case) there is a $z \in \mathbf{P}$ such that $T^{\prime}$ intersects at most three consecutive $z$-lattice lines. This implies $w \leq 4 /\|z\|$. The range of admissible rotations $\varphi$ can be estimated by (see Fig. 2)

$$
\varphi \leq \frac{2}{\pi} \sin \varphi \leq \frac{2}{\pi} \frac{4}{\|z\| \ell}
$$

So for fixed $z$ the probability in question is at most $8 / \pi\|z\| \ell$. Summing this for all $z \in \mathbf{P}$ with $\|z\| \leq 3 / w$ yields the lemma.

Since each planar convex body of area $A$ can be enclosed in a rectangle of area at most $2 A$, we obtain:

Corollary 4.5. Let $\mathcal{C}(A)$ be the set of all convex bodies in $\mathbf{R}^{2}$ having area $A$. Then, as $A \rightarrow \infty$,

$$
\frac{1}{A} \ll \sup _{K \in \mathcal{C}(A)} \operatorname{Prob}\left[K \cap \mathbf{Z}^{2}=\emptyset\right] \ll \frac{1}{A}
$$

Claim 4.6. If $K \in \mathcal{C}_{D}^{2}$ and $\operatorname{dist}(x, \partial K)<\sqrt{2}$, then the minimal cap $C(x)$ contains $a$ rectangle $T(x)$ with $x$ at the midpoint of an edge of $T(x)$ and

$$
\operatorname{Area} T(x) \gg \operatorname{Area} C(x)
$$

with the implied constant depending only on $D$.

Proof. Elementary plane geometry. Omitted.

For both the upper and lower bounds in Theorem 1.2, we estimate the missed area using the formula

$$
\begin{equation*}
\mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right]=\int_{K} \operatorname{Prob}\left[x \notin I_{L}(K)\right] d x \tag{5}
\end{equation*}
$$

where Prob is understood with $x$ fixed and $L \in \mathcal{L}$ random (a formal proof can be done along similar lines as the proof of Lemma 3.6). Note that $x \notin I_{L}(K)$ implies that $x$ is close to the boundary: it is easy to see that if a square centred at $x$ and having edge length 2 is contained in $K$, then $x \in I_{L}(K)$ for every $L \in \mathcal{L}$.

Proof of the Upper Bound in Theorem 1.2. If $x \notin I_{L}(K)$, then there is a halfplane $H$ containing $x$ on its boundary and such that $H \cap K \cap L=\emptyset$. The rectangle $T(x)$ as in Claim 4.6 is the union of two internally disjoint rectangles $T^{+}(x)$ and $T^{-}(x)$, both having $x$ as a vertex. The cap $H \cap K$ contains one of them. Thus

$$
\operatorname{Prob}\left[x \notin I_{L}(K)\right] \leq \operatorname{Prob}\left[T^{+}(x) \cap L=\emptyset\right]+\operatorname{Prob}\left[T^{-}(x) \cap L=\emptyset\right] .
$$

The last two probabilities are equal. So, writing $b_{1}$ for the implied constant in Lemma 4.3, we have

$$
\begin{aligned}
\mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right] & \leq \int_{K} 2 \cdot \operatorname{Prob}\left[T^{+}(x) \cap L=\emptyset\right] d x \\
& \leq \int \min \left\{2, \frac{2 b_{1}}{v(x)}\right\} d x=\int_{K\left(v \leq 2 b_{1}\right)} 2 d x+\int_{K\left(v \geq 2 b_{1}\right)} \frac{2 b_{1}}{v(x)} .
\end{aligned}
$$

For the first term we have

$$
\int_{K\left(v \leq 2 b_{1}\right)} 2 d x \leq 2\left(2 b_{1}+1\right) \int_{K\left(v \leq 2 b_{1}\right)} \frac{d x}{v(x)+1},
$$

while the second term is

$$
\int_{K\left(v \geq 2 b_{1}\right)} \frac{d x}{v(x)} \leq\left(1+\frac{1}{2 b_{1}}\right) \int_{K\left(v \geq 2 b_{1}\right)} \frac{d x}{v(x)+1} .
$$

This implies the upper bound in the theorem.

Proof of Proposition 4.1. We start with (5) and we observe that $C(x) \cap L=\emptyset$ implies $x \notin I_{L}(K)$. Thus,

$$
\mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right] \geq \int_{K} \operatorname{Prob}[C(x) \cap L=\emptyset] d x
$$

Let $T^{*}(x)$ be the minimal rectangle containing $C(x)$ and having width $w(x)$ in direction orthogonal to $L$. Since $\operatorname{Area} T^{*}(x) \ll \operatorname{Area} C(x)$ we have, using Lemma 4.4,

$$
\begin{aligned}
\mathbf{E}\left[\operatorname{Area}\left(K \backslash I_{L}(K)\right)\right] & \geq \int_{K} \operatorname{Prob}\left[T^{*}(x) \cap L=\emptyset\right] d x \\
& \gg \int_{K(v \geq 1), w(x) \leq 1 / 3} \frac{d x}{v(x)}
\end{aligned}
$$

## 5. Proof of Theorem 1.3

This is quite easy and is based on

$$
\int_{K} \frac{d x}{v(x)+1}=\sum_{1 \leq n \leq A+1} \int_{K(n-1 \leq v<n)} \frac{d x}{v(x)+1}
$$

In the $n$th term, the integrand is between $1 /(n+1)$ and $1 / n$. Now the general upper bound (4) shows that Area $K(v<n) \ll n^{2 / 3} A^{1 / 3}$ as long as $n \leq c A$ (where $c>0$ is a universal constant). So

$$
\begin{aligned}
\int_{K} \frac{d x}{v(x)+1} & \leq \sum_{1 \leq n \leq A+1} \frac{1}{n}(\operatorname{Area} K(v<n)-\operatorname{Area} K(v<n-1)) \\
& =\sum_{1 \leq n \leq A+1}\left(\frac{1}{n}-\frac{1}{n+1}\right) \operatorname{Area} K(v<n)+\frac{1}{A+1} \operatorname{Area} K \\
& \ll \sum_{1 \leq n \leq c A} \frac{n^{2 / 3} A^{1 / 3}}{n^{2}}+\sum_{c A<n \leq A+1} \frac{A}{n^{2}}+\frac{A}{A+1} \ll A^{1 / 3}
\end{aligned}
$$

The proof of the lower bound is almost identical, but we use the lower bound from (4), saying that Area $K(v<n) \gg n \log (A / n)$ when $n \leq c A$, again with a universal and positive $c$ :

$$
\begin{aligned}
\int \frac{d x}{v(x)+1} & \geq \sum_{1 \leq n \leq A} \frac{1}{n+1}(\operatorname{Area} K(v<n)-\operatorname{Area} K(v<n-1)) \\
& \geq \sum_{1 \leq n \leq A} \operatorname{Area} K(v<n)\left(\frac{1}{n+1}-\frac{1}{n+2}\right) \\
& \gg \sum_{1 \leq n<c A}\left(n \log \frac{A}{n}\right) \frac{1}{(n+1)(n+2)} \gg(\log A)^{2} .
\end{aligned}
$$

Remark. The upper bound in Theorem 1.3 is the best possible (apart from the constant), as the case of the disk of radius $r$ shows easily. Also, the same order of magnitude occurs with every sufficiently smooth convex body $K$ of area $A$. To see this, note that

$$
\int_{K} \frac{d x}{v(x)+1} \geq \int_{K(v<1)} \frac{d x}{v(x)+1} \geq \frac{1}{2} \operatorname{Area} K(v<1)
$$

Here $\operatorname{Area} K(v<1) \gg A^{1 / 3}$, since the right-hand side of inequality (4) is the best possible for sufficiently smooth convex bodies.

## 6. Proof of Theorem 4.2

We write $A=$ Area $K$, where $K \in \mathcal{C}_{D}^{2}$. We have

$$
\pi r^{2} \leq A \leq \pi R^{2}=\pi D^{2} r^{2},
$$

and so $r \rightarrow \infty$ as $A \rightarrow \infty$.
A Change of Variables. We assume the origin is the centre of the inscribed ball $B(r, 0)$. Every point $x \in K$ distinct from zero can be written as $x=x(z, t)=z-t z^{0}$, where $z \in \partial K$ is the point where the ray $0 x$ intersects the boundary of $K, z^{0}=z /\|z\|$ is the unit vector in the $z$-direction, and $t \in[0,\|z\|)$.

Considering $\partial K$ equipped with the arc length measure, we have

$$
\int_{K} f(x) d x \leq \int_{\partial K} \int_{0}^{\|z\|} f(x(z, t)) d t d z
$$

for any (measurable) function $f$. On the other hand, if we remove a disk or radius $\gg r$ around zero from the integration domain, then both integrals agree up to a constant. For example,

$$
\begin{equation*}
\int_{K \backslash B(0, r / 2)} f(x) d x \gg \int_{\partial K} \int_{t: x(z, t) \notin B(0, r / 2)} f(x(z, t)) d t d z \tag{6}
\end{equation*}
$$

with the implied constant depending on $D$.
For $z \in \partial K$, we introduce three significant values $t_{i}=t_{i}(z), i=1,2,3$, of the parameter $t$ :

- $t_{1}$ is where the area of the minimal cap is 1 , i.e., $v\left(x\left(z, t_{1}\right)\right)=1$.
- $t_{2}$ is where the width of the minimal cap becomes $\frac{1}{3}$; more precisely, $t_{2}=\inf \{t \geq$ 0: $\left.w\left(x\left(z, t_{2}\right)\right) \geq \frac{1}{3}\right\}$. (Unlike $v(x(z, t))$, the function $t \mapsto w(x(z, t))$ need not be either continuous or monotone, although such situations are not typical.)
- $t_{3}$ is where the minimal cap becomes "large"; namely, $v\left(x\left(z, t_{3}\right)\right)=A_{0}=A /\left(10 D^{2}\right)$.

We note that

$$
\begin{equation*}
x_{3}=x\left(z, t_{3}\right) \notin B(0, r / 2), \tag{7}
\end{equation*}
$$

for otherwise $C\left(x_{3}\right)$ would contain the cap of $B(0, r)$ of depth $r / 2$, whose area is more than $r^{2} / 3>A / 10 D^{2}=A_{0}$ (this explains the choice of $A_{0}$ ). This will allow us to use (6).


Fig. 3. Bounding $v(x)$.

Insignificance of the Border Region $K(v \leq 1)$. Here is the first step towards the proof of Theorem 4.2.

Lemma 6.1. For any planar convex body $K$ we have, as Area $K \rightarrow \infty$,

$$
\int_{K(v \geq 1)} \frac{d x}{v(x)} \gg \operatorname{Area} K(v \leq 1)
$$

where the implied constant is universal.

Proof. The statement is equivariant under area-preserving affine transformations. So we assume that $K$ is sandwiched between two concentric circles of radius $r$ and $2 r$. (This is Löwner's theorem, see [DGK]). Then

$$
\operatorname{Area} K(v \leq 1) \leq \int_{\partial K} \int_{0}^{t_{1}} d t d z=\int_{\partial K} t_{1} d z
$$

Now we need to bound $v(x)$ from below for $x=x(z, t)$ with $t \geq t_{1}$; see Fig. 3. The area of $C(x)$ is at most the area of $C\left(x_{1}\right)$ plus the area of the triangle $a z b$, and the latter equals $\left(t / t_{1}\right)^{2} \operatorname{Area}\left(a_{1} z b_{1}\right) \leq\left(t / t_{1}\right)^{2}$. Hence $v(x) \leq\left(t / t_{1}\right)^{2}+1$. (This also shows that $t_{3} / t_{1} \rightarrow \infty$ as $A \rightarrow \infty$.) We thus have, using (7) and (6),

$$
\int_{K(v \geq 1)} \frac{d x}{v(x)} \gg \int_{\partial K} \int_{t_{1}}^{t_{3}} \frac{1}{\left(t / t_{1}\right)^{2}+1} d t d z
$$

and the inner integral is at least $\int_{t_{1}}^{2 t_{1}} d t /\left(\left(t / t_{1}\right)^{2}+1\right) \gg t_{1}$.

Corollary 6.2. For any planar convex body $K$ we have, as Area $K \rightarrow \infty$,

$$
\int_{K(v \geq 1)} \frac{d x}{v(x)} \ll \int_{K} \frac{d x}{v(x)+1} \ll \int_{K(v \geq 1)} \frac{d x}{v(x)}
$$

where the implied constant is universal.

Proof. Indeed,

$$
\begin{aligned}
\frac{1}{2} \int_{K(v \geq 1)} \frac{d x}{v(x)} & \leq \int_{K} \frac{d x}{v(x)+1}=\int_{K(v \geq 1)} \frac{d x}{v(x)+1}+\int_{K(v \leq 1)} \frac{d x}{v(x)+1} \\
& \leq \int_{K(v \geq 1)} \frac{d x}{v(x)}+\operatorname{Area} K(v \leq 1) \ll \int_{K(v \geq 1)} \frac{d x}{v(x)}
\end{aligned}
$$

Further Reductions. From now on, we assume $K \in \mathcal{C}_{D}^{2}$. The last corollary above shows that Theorem 4.2 is equivalent to

$$
\int_{K(v \geq 1), w(x) \leq 1 / 3} \frac{d x}{v(x)} \gg \int_{K(v \geq 1)} \frac{d x}{v(x)}
$$

Next, we observe that the "central region" of $K$, with $v \geq A_{0}=A / 10 D^{2}$, is insignificant for the right-hand side. Indeed, $\int_{K\left(v \geq A_{0}\right)}(d x / v(x)) \leq \int_{K}\left(d x / A_{0}\right)=10 D^{2}$, while $\int_{K(v \geq 1)}(d x / v(x)) \gg \int_{K}(d x /(v(x)+1)) \gg(\log A)^{2}$, using Corollary 6.2 and the lower bound in Theorem 1.3. Hence, setting

$$
K_{0}=K\left(1 \leq v \leq A_{0}\right)
$$

we see that Theorem 4.2 follows from

$$
\int_{x \in K_{0}, w(x) \leq 1 / 3} \frac{d x}{v(x)} \gg \int_{x \in K_{0}} \frac{d x}{v(x)}
$$

Using (6) and (7), we can change to the $z, t$ variables, and it suffices to prove

$$
\begin{equation*}
\int_{\partial K} \int_{t_{1}}^{t_{2}} \frac{d t d z}{v(x(z, t))} \gg \int_{\partial K} \int_{t_{1}}^{t_{3}} \frac{d t d z}{v(x(z, t))} \tag{8}
\end{equation*}
$$

(we recall that $t_{2}$ is where the width of the cap $C\left(x\left(z, t_{2}\right)\right)$ becomes $\left.\frac{1}{3}\right)$. The proof is divided into two main steps. We let $\rho$ be a sufficiently large constant depending on $D$, whose value will be specified later. Let $S \subseteq \partial K$ consist of those $z$ for which there is no disk of radius $\rho$ contained in $K$ and touching $\partial K$ at $z$. First we prove that the contribution of $S$ to the right-hand side of (8) is negligible:

Lemma 6.3. We have

$$
\int_{S} \int_{t_{1}}^{t_{3}} \frac{d t d z}{v(x(z, t))} \ll 1
$$

with the implicit constant depending on $D$ and on $\rho$.
For each $z \in \partial K \backslash S$, we will be able to compare the inner integrals in (8). Namely, we let $\ell_{2}=\ell_{2}(z)$ be the half-length of the chord cutting the minimal cap $C\left(x_{2}\right)$ from $K$, where $x_{2}=x\left(z, t_{2}\right)$, and we prove the following two lemmas:


Fig. 4. A lower bound for $v(x)$.

Lemma 6.4. For $\rho=\rho(D)$ sufficiently large and for each $z \in \partial K \backslash S$,

$$
\int_{t_{1}}^{t_{2}} \frac{d t}{v(x)} \gg \frac{\log \ell_{2}}{\ell_{2}}
$$

with the implied constant depending only on $D$ (and not on $z$ ).
Lemma 6.5. For $\rho=\rho(D)$ sufficiently large and for each $z \in \partial K \backslash S$,

$$
\int_{t_{2}}^{t_{3}} \frac{d t}{v(x)} \ll \frac{\log \ell_{2}}{\ell_{2}}
$$

with the implied constant depending only on $D$ (and not on $z$ ).

In fact, the inequalities in the last two lemmas hold with universal constants, but they start to be true for large $A=$ Area $K$ that depends on $D$.

Lemmas 6.3-6.5 together imply (8), and thus Theorem 4.2 as well.
The proof of Lemma 6.3 needs the following simple lower bound for $v(x)$ :
Claim 6.6. For $x=x(z, t) \in K_{0}$, we have $v(x) \geq t^{2} /(2 D)$.
Proof. We observe that $C(x)$ contains one of the small triangles in Fig. 4 (one of them is shaded), of area at least $t^{2} /(2 D)$. (We also note that $z \in C(x)$, since otherwise $0 \in C(x)$, and the area of $C(x)$ would be too large.)

Dealing with Sharp Corners: Proof of Lemma 6.3. The set $S$ is the union of (at most countably many) arcs $S_{i}$; see Fig. 5. The length of $S_{i}$ is at most $2 \rho \tan \alpha_{i}$ with

$$
\alpha_{i} \leq \frac{\pi}{2}-\arcsin \frac{r-\rho}{R} \leq \frac{\pi}{2}-\arcsin \frac{1}{2 D}
$$

since $\rho$ is a constant and $r \rightarrow \infty$. Further, $\sum \alpha_{i} \leq \pi$. We can assume $D \geq 2$, and we get that the total length of $S$ is at most

$$
|S| \leq \sum 2 \rho \tan \alpha_{i} \leq 10 \rho D
$$

Using Claim 6.6, we calculate

$$
\int_{S} \int_{t_{1}}^{t_{3}} \frac{d z d t}{v(x)} \leq \int_{S} \int_{0}^{R} \frac{d z d t}{\max \left\{1, t^{2} / 2 D\right\}}
$$



Fig. 5. Estimating the length of $S$.

$$
\begin{aligned}
& \leq \int_{S}\left(\int_{0}^{\sqrt{2 D}} d t+\int_{\sqrt{2 D}}^{\infty} \frac{2 D}{t^{2}} d t\right) d z \\
& \leq 2 \sqrt{2 D} \cdot|S| \leq 20 \sqrt{2 D} \rho \ll 1
\end{aligned}
$$

since $\rho$ depends only on $D$. Lemma 6.3 is proved.

Properties of the Minimal Cap $C\left(x_{2}\right)$. We need some preparations for the proofs of the remaining two lemmas. We assume $z \in \partial K \backslash S$ and $x=x(z, t)$ with minimal cap $C(x)$. We let $\lambda$ be the line cutting off $C(x)$ from $K$. Let $q=\left[z^{\prime}, z^{\prime \prime}\right]=\lambda \cap K$ be the corresponding chord with $z^{\prime}, z^{\prime \prime} \in \partial K$. The midpoint of the chord $\left[z^{\prime}, z^{\prime \prime}\right]$ is $x$, and $\ell(x)=\left\|x-z^{\prime}\right\|$ is half of the length of the chord.

Proposition 6.7. If $w(x) \ll 1$, then

$$
\ell(x) \leq \operatorname{diam} M(x) \leq 2 \operatorname{diam} C(x) \ll \ell(x)
$$

with the implied constant depending on $D$ only.

Proof. The first inequality follows from $\left[z^{\prime}, z^{\prime \prime}\right] \subset M(x)$. For the second observe that $M(x)$ is symmetric about $x$, so

$$
\operatorname{diam} M(x)=2 \max \{\|y-x\|: y \in M(x)\}=2 \max \{\|y-x\|: y \in M(x) \cap H\}
$$

where $H$ is the half-space with $C(x)=K \cap H$, since $M(x) \cap H \subset C(x)$. Thus, the right-hand side above is at most $2 \operatorname{diam} C(x)$. For the last inequality in the proposition we note that, for all $y \in C(x),\|x-y\| \ll \ell(x)$, as otherwise the angle $z^{\prime} y z^{\prime \prime}$ would be too small. (The picture is similar to Fig. 6. This is where we use $w(x) \ll 1$.)

We now set $t=t_{2}$; then $x=x\left(z, t_{2}\right)=x_{2}, \ell\left(x_{2}\right)=\ell_{2}$. The line cutting off $C\left(x_{2}\right)$ is $\lambda_{2}$, and $q_{2}=\left[z^{\prime}, z^{\prime \prime}\right]$ is the corresponding chord. We recall that $t_{2}=\inf \{t \geq 0: w(x(z, t)) \geq$ $\left.\frac{1}{3}\right\}$. So $w\left(x_{2}\right) \leq \frac{1}{3}$, and there are $x$ arbitrarily close to $x_{2}$ with $w(x) \geq \frac{1}{3}$.


Fig. 6. Estimating $\alpha$.

## Claim 6.8.

(i) The angle between lines $\lambda_{2}$ and $z 0$ satisfies $\alpha \geq 1 /(2 D)$.
(ii) The diameter of $C\left(x_{2}\right)$ is $\ll \ell_{2}$.
(iii) We have $1 \ll t_{2} \ll 1$.
(iv) For every $c \geq 1$ there exists $\rho=\rho(D, c)$ such that $\ell_{2} \geq c$.

Proof. Almost all of this is simple plane geometry. Part (i) is obvious from Fig. 6 as $B\left(0, r-\frac{1}{3}\right)$ is disjoint from $C\left(x_{2}\right)$.

Further, (ii) is contained in Proposition 6.7.
We know that $w\left(x_{2}\right) \leq \frac{1}{3}$, and $t_{2} \ll 1$ follows from this and (i).
Next, we check that $w\left(x_{2}\right) \gg 1$. By the definition of $t_{2}$, there are points $x^{\prime}$ with $w\left(x^{\prime}\right) \geq \frac{1}{3}$ arbitrarily close to $x_{2}$. Choose such a sequence $x^{\prime}$; then $M\left(x^{\prime}\right) \rightarrow M\left(x_{2}\right)$. Now, by Proposition 6.7,

$$
v\left(x_{2}\right)=\operatorname{Area} C\left(x_{2}\right) \leq \operatorname{diam} C\left(x_{2}\right) w\left(x_{2}\right) \ll \ell_{2} w\left(x_{2}\right)
$$

and $\ell\left(x^{\prime}\right) w\left(x^{\prime}\right) \leq u\left(x^{\prime}\right) \rightarrow u\left(x_{2}\right) \leq 2 v\left(x_{2}\right)$, showing that

$$
\ell\left(x^{\prime}\right) \leq 6 v\left(x_{2}\right) \ll \ell_{2} w\left(x_{2}\right)
$$

Again by Proposition 6.7 and $M\left(x^{\prime}\right) \rightarrow M(x)$ we have (provided $x^{\prime}$ is close enough to $x_{2}$ )

$$
\ell\left(x^{\prime}\right) \gg \operatorname{diam} M\left(x^{\prime}\right) \geq \frac{1}{2} \operatorname{diam} M\left(x_{2}\right) \geq \ell_{2}
$$

This proves that $w\left(x_{2}\right) \gg 1$.
We consider a point $y \in \partial K$ at distance $w\left(x_{2}\right) \gg 1$ from the line $\lambda_{2}$; see Fig. 7. By symmetry, we may suppose that $y$ lies to the left of $z$, say. We know that the angle $y z^{\prime \prime} z^{\prime}$ is $\gg 1 / \ell_{2}$. Considering the triangle $x_{2} z^{\prime \prime} \tilde{z}$ then yields $t_{2} \gg 1$ as required.


Fig. 7. A lower bound for $t_{2}=\left\|z-x_{2}\right\|$.


Fig. 8. A lower bound on $\ell_{2}$.

Finally, if $\rho$ is chosen much larger than $w_{2}$, then the orthogonal projection $z^{*}$ of $z$ on the line $\lambda_{2}^{\prime}$ lies on the segment $z^{\prime} z^{\prime \prime}$, since there is a disk of radius $\rho$ avoiding $z^{\prime}$ and $z^{\prime \prime}$ and having $z$ on the boundary; see Fig. 8. Moreover, $\left\|z-z^{*}\right\|=t_{2} \sin \alpha \gg 1$, with the implicit constant independent of $\rho$. So the chord $\left[z^{\prime}, z^{\prime \prime}\right]$ is longer than a chord of a disk of radius $\rho$ that cuts off from it a small cap of width at least $\left\|z-z^{*}\right\| \gg t_{2}$. The length of such a chord is $\gg \sqrt{\rho t_{2}}$ and (iv) follows.

Proof of Lemma 6.4. We need to bound the integral

$$
\int_{t_{1}}^{t_{2}} \frac{d t}{v(x)}
$$

from below, and so an upper bound on $v(x)$ is needed. For this, we employ $M(x)$, the Macbeath region with centre $x$, where $x=x(z, t)$ and $t \in\left[t_{1}, t_{2}\right]$. We note that $v(x)=o(A)$ (by Claim 3.3, say), and so Lemma 2.1 applies and yields $v(x) \ll u(x)=$ Area $M(x)$.

By considering the tangents to $M(x)$ at $z$ and at the point $2 x-z$ centrally symmetric to it, we see that $M(x)$ has width at most $2 t$ (Fig. 9). Next, we consider the line $\lambda$ through $x$ parallel to the chord cutting off $C\left(x_{2}\right)$. $\lambda$ cuts $M(x)$ into two symmetric parts, one of which is contained in $C\left(x_{2}\right)$. It follows that the diameter of $M(x)$ is no larger than twice the diameter of $C\left(x_{2}\right)$, which is $\ll \ell_{2}$ by Proposition 6.7. Hence $v(x) \ll u(x) \ll t \ell_{2}$.

We have $t_{2} \gg 1$ by Claim 6.8(iii). We need to show that $t_{1}$ is small, namely, $t_{1} \ll$ $1 / \sqrt{\ell_{2}}$. To this end, we pass a line parallel to $\lambda_{2}$ through $x_{1}$ (Fig. 10), and we note that the cap cut off by it has area at least 1 and it contains the shaded triangle (or the corresponding triangle on the other side). This triangle is similar to the triangle $x_{2} z z^{\prime}$ with


Fig. 9. Estimating the width and diameter of $M(x)$.


Fig. 10. Estimating $t_{1}$.
the ratio $t_{1} / t_{2}$, and the latter triangle has area $\frac{1}{2} \ell_{2} t_{2} \sin \alpha \gg t_{2} \ell_{2}$ (using Claim 6.8(i)). Hence $1 \gg\left(t_{1} / t_{2}\right)^{2} t_{2} \ell_{2} \gg t_{1}^{2} \ell_{2}\left(\right.$ as $\left.t_{2} \gg 1\right)$, and we get $t_{1} \ll 1 / \sqrt{\ell_{2}}$ as needed. Then

$$
\int_{t_{1}}^{t_{2}} \frac{d t}{v(x)} \gg \int_{1 / \sqrt{\ell_{2}}}^{1} \frac{d t}{t \ell_{2}} \gg \frac{\log \ell_{2}}{\ell_{2}}
$$

Lemma 6.4 is proved.

Proof of Lemma 6.5. It is convenient to break the integral

$$
\int_{t_{2}}^{t_{3}} \frac{d t}{v(x)}
$$

into two ranges.
The first range is $t_{2} \leq t \leq 2 t_{2}$. We have already noted that $v\left(x_{2}\right) \gg t_{2} \ell_{2}$ in the proof of Lemma 6.4, and the same estimate holds, by the monotonicity of $v(x(z, t))$ in $t$, for all $t \geq t_{2}$. Thus

$$
\int_{t_{2}}^{2 t_{2}} \frac{d t}{v(x)} \ll \int_{t_{2}}^{2 t_{2}} \frac{d t}{t_{2} \ell_{2}}=\frac{1}{\ell_{2}}
$$

which is negligible compared with our target expression $\left(\log \ell_{2}\right) / \ell_{2}$, by Claim 6.8(iv).
To handle the remaining range [ $2 t_{2}, t_{3}$ ], we let $q_{0}$ be the segment of length $2 r$ parallel to $q_{2}$ (the chord cutting off $\left.C\left(x_{2}\right)\right)$ with centre at 0 , and let $T=\operatorname{conv}\left(q_{2} \cup q_{0}\right)$ (Fig. 11). The trapezoid $T$ is contained in $K$, and so its minimal caps are no smaller than the minimal caps of $K$. By (7), the distance of $x_{3}=x\left(z, t_{3}\right)$ from zero is at least $r / 2$, and this is also a lower bound on the height of $T$.

We now distinguish two cases, according to the value of $\ell_{2}$ :

1. $\ell_{2} \geq r / 2$. The area of the minimal cap of $T$ at a point $x=x(z, t)$ (on the axis of symmetry of $T)$ is at least $\min \left(\left(t-t_{2}\right) r, r^{2} / 2\right) \gg \operatorname{tr}($ as $t \ll r)$. Hence

$$
\int_{2 t_{2}}^{t_{3}} \frac{d t}{v(x)} \ll \int_{1}^{r} \frac{d t}{t r} \ll \frac{\log r}{r} \ll \frac{\log \ell_{2}}{\ell_{2}}
$$

2. For $\ell_{2} \leq r / 2$, the area of the minimal cap of $T$ for $x$ is at least

$$
\min \left(\frac{r^{2}}{2},\left(t-t_{2}\right) \ell_{2}+\frac{\left(t-t_{2}\right)^{2}}{\left\|x_{2}-0\right\|}\left(r-\ell_{2}\right)\right) \gg t \ell_{2}+t^{2}
$$



Fig. 11. The trapezoid $T$.
and

$$
\int_{2 t_{2}}^{t_{3}} \frac{d t}{v(x)} \ll \int_{1}^{\infty} \frac{d t}{t \ell_{2}+t^{2}} \ll \frac{\log \ell_{2}}{\ell_{2}}
$$

This establishes Lemma 6.5.

## 7. Open Problems

The method used for estimating the expected number of vertices of $I_{L}(K)$ does not seem to extend to faces of larger dimensions. It would be very interesting to count higherdimensional faces as well. It seems that the order of magnitude of $\mathbf{E}\left[f_{k}\left(I_{L}(K)\right)\right]$ should be similar to that of $\mathbf{E}\left[f_{0}\left(I_{L}(K)\right)\right]$.

As for extending the analysis of the expected missed area to expected missed volume, we can prove that

$$
\frac{1}{A} \ll \sup _{C} \operatorname{Prob}[C \cap L=\emptyset] \ll \frac{1}{A}
$$

where the supremum is over all convex bodies $C$ in $\mathbf{R}^{d}$ of volume $A$, and $A \rightarrow \infty$. The proof is harder than in the planar case. However, the long and technical proof of Theorem 4.2 does not go through in higher dimension. We hope to return to these questions in the near future.
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