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# On the Shape of the Convex Hull of Random Points 

Imre Bárány ${ }^{1, \star}$ and Zoltán Füredi ${ }^{2,}{ }^{\star}$<br>${ }^{1}$ School of OR \& IE, Cornell University, Ithaca, NY 14853, USA<br>${ }^{2}$ Department of Mathematics, Massachusetts Institute of Technology, Cambridge, MA 02139, USA

Summary. Denote by $E_{n}$ the convex hull of $n$ points chosen uniformly and independently from the $d$-dimensional ball. Let $\operatorname{Prob}(d, n)$ denote the probability that $E_{n}$ has exactly $n$ vertices. It is proved here that $\operatorname{Prob}\left(d, 2^{d / 2} d^{-\varepsilon}\right) \rightarrow 1$ and $\operatorname{Prob}\left(d, 2^{d / 2} d^{(3 / 4)+\varepsilon}\right) \rightarrow 0$ for every fixed $\varepsilon>0$ when $d \rightarrow \infty$. The question whether $E_{n}$ is a $k$-neighbourly polytope is also investigated.

## 1. Random Points in the Ball

Let us denote by $\operatorname{Prob}(d, n)$ the probability that choosing $n$ points uniformly and independently from the $d$-dimensional unit ball $B_{d}$, none of the points is contained in the convex hull of the others, i.e., their convex hull has exactly $n$ vertices. Clearly, $\operatorname{Prob}(d, n)=1$ for $n \leqq d+1$. For $n=d+2$ Blaschke ([2], pp. 55-60) and Hostinsky ([10], pp. 22-26) determined Prob (2, 4) and Prob (3, 5), respectively. Decades later Kingman [11] calculated the probability $\alpha(d)$ that the convex hull of $d+2$ points in $B_{d}$ is a simplex:

$$
\begin{equation*}
\alpha(d)=1-\operatorname{Prob}(d, d+2)=\frac{d+2}{2^{d}}\left(b_{d+1}\right)^{d+1}\left(b_{(d+1)^{2}}\right)^{-1} \tag{1}
\end{equation*}
$$

where $b_{i}=\Gamma(i+1) \Gamma\left(\frac{i}{2}+1\right)^{-2}$. Using the well-known asymptotic formula $\Gamma(x$ $+1)=x^{x} \sqrt{2 \pi x} e^{-x} e^{1 /(12 x+\theta)}$ where $0 \leqq \theta<1$ for $x \geqq 1$ (see, e.g., Rényi [14], p. 138) (1) implies

$$
\alpha(d)=(2 \pi d)^{-d / 2} d^{3 / 2} e^{-3 / 4}\left(1+O\left(d^{-1}\right)\right) .
$$

Hence $\operatorname{Prob}(d, d+2) \rightarrow 1$ as $d \rightarrow \infty$. Miles ([13], pp. 369-374) proved that $\lim \operatorname{Prob}(d, d+3)=1$ holds. He conjectured and Buchta [3] proved that $d \rightarrow \infty$

[^0]$\operatorname{Prob}(d, d+m) \rightarrow 1$ for all fixed $m$. Actually Buchta's method gives that $\lim \operatorname{Prob}\left(d,\left(\frac{3}{2}-\varepsilon\right) d\right)=1$ holds for every fixed $\varepsilon>0$.
$d \rightarrow \infty$
We call the set $\left\{Y_{1}, \ldots, Y_{k}\right\} \subset R^{d}$ 1-convex if its convex hull has $k$ vertices. It is easy to compute the expected value of the number of non-1-convex $(d+2)-$ sets of $\left\{X_{1}, \ldots, X_{n}\right\}$, where all $X_{i} \in B_{d}$ :
$$
E \text { (number of non-1-convex }(d+2) \text {-sets })=\binom{n}{d+2} \alpha(d)>\left(\frac{n}{2 \pi d^{3 / 2}}\right)^{d}
$$

Here the right hand side is larger than exponential in $d$ for $n>d^{2}$ (say). So it might be surprising that $\operatorname{Prob}(d, n)=1-o(1)$ holds for exponentially large $n$. More explicitly we have

Theorem 1.1. Let $c$ be a positive real. Then

$$
\operatorname{Prob}\left(d, c 2^{d / 2}\right)>1-c^{2}
$$

Theorem 1.2. Let $c \geqq 20$. Then, for $d \geqq 100$

$$
\operatorname{Prob}\left(d, c d^{3 / 4} 2^{d / 2}\right)<2 e^{-c / 2}
$$

It seems likely that the threshold function of the 1 -convexity of random points is about $d^{1 / 2} 2^{d / 2}$. Other properties of random point-sets can be found e.g. in Renyi and Sulanke [15] (they consider the case $d=2$ ). For any extensive bibliography see Buchta and Müller [4].

## 2. k-Convexity of Random Pointsets

Let $k$ be a positive integer. A finite set $E \subset R^{d}$ is said to be $k$-convex if for every subset $A \subset E$ with $|A| \leqq k$ the set conv $A$ is a face of the polytope conv $E$. For instance, if $E$ is the vertex set of conv $E$, then $E$ is 1 -convex and this coincides with the definition in the previous section. The vertex set of the $d$-dimensional simplex is $d$-convex and the vertex set of the cyclic polytope is [ $d / 2]$-convex. Denote by $\operatorname{Prob}_{k}(d, n)$ the probability that choosing $n$ points uniformly and independently from the $d$-dimensional unit ball $B_{d}$ we get a $k$-convex set. Clearly, $\operatorname{Prob}_{1}(d, n)=\operatorname{Prob}(d, n)$. The next two theorems are about the threshold function of $k$-convexity.

Theorem 2.1. For $k$ fixed,

$$
\begin{align*}
& \operatorname{Prob}_{k}\left(d,\left(1+\frac{1}{4 k}\right)^{d}\right)=1-o(1)  \tag{2}\\
& \operatorname{Prob}_{k}\left(d,\left(1+\frac{1}{2 k-4}\right)^{d}\right)=o(1) \quad \text { when } k \geqq 3  \tag{3}\\
& \operatorname{Prob}_{2}\left(d, 1.4^{d}\right)=o(1)
\end{align*}
$$

when $d \rightarrow \infty$.

Theorem 2.2. When $k=\left[\frac{d}{2 A \log d}\right]$, then

$$
\begin{align*}
& \operatorname{Prob}_{k}\left(d, d^{A / 6}\right)=1-o(1)  \tag{4}\\
& \operatorname{Prob}_{k}\left(d, d^{A+1+\varepsilon}\right)=o(1) \tag{5}
\end{align*}
$$

as $d \rightarrow \infty$.

## 3. The Largest Polytopes in the Ball

The volume of the $d$-dimensional unit ball $B_{d}$ is $\gamma_{d}=\pi^{d / 2} \Gamma\left(\frac{d}{2}+1\right)^{-1}$. Let us denote by $V(d, n)$ how well an inscribed polytope with $n$ vertices can fill the ball, i.e.,

$$
V(d, n)=\sup \left\{\frac{\operatorname{Vol}\left(\operatorname{conv}\left\{P_{1}, \ldots, P_{n}\right\}\right)}{\gamma_{d}}: P_{1}, \ldots, P_{n} \in B_{d}\right\}
$$

Clearly $V(d, n)=0$ for $n \leqq d$.

$$
V(d, d+1)=\sqrt{d+1}\left(\frac{d+1}{d}\right)^{d / 2}\left(d!\gamma_{d}\right)^{-1} \approx\left(\frac{e}{2 \pi d}\right)^{d / 2} \sqrt{\frac{d e}{2}} .
$$

The asymptotic behaviour of $V(d, n)$ when $d$ is fixed and $n$ tends to infinity is fairly well-known, see e.g., Gruber [9]. Recently Elekes [6] (see also in Lovász [12], p. 55) proved that

$$
\begin{equation*}
V(d, n) \leqq n 2^{-d} . \tag{6}
\end{equation*}
$$

This bound is not the best (for $n>2^{d}$ it gives even more than 1 ), but it is valid for every value of $n$ and $d$ and its proof is very nice. The proofs of Theorems 1.1 and 1.2 give as a byproduct that the Elekes bound is not as bad as it seems at first sight, at least when $n$ is about $2^{d / 2}$.
Theorem 3.1. For $d \geqq 100$ and $n=20 d^{3 / 4} 2^{d / 2}$

$$
V(d, n)>\frac{n}{500 d^{3 / 2} 2^{d}}
$$

Elekes's result and Theorem 3.1 give quite good estimates for $V(d, n)$ when $n=20 d^{3 / 4} 2^{d / 2}$ :

$$
0.04 d^{-3 / 4} 2^{-d / 2} \leqq V(d, n) \leqq 20 d^{3 / 4} 2^{-d / 2}
$$

In a forthcoming paper [1] we are going to return to the determination of $V(d, n)$ when $n$ is relatively small, polynomial in $d$, say, and $d$ tends to infinity.

## 4. Proof of Theorem 1.1

Set $E=\left\{X_{1}, \ldots, X_{n}\right\}$. Clearly,

$$
\operatorname{Prob}(E \text { is } 1-\operatorname{convex}) \geqq 1-\sum_{i=1}^{n} \operatorname{Prob}\left(X_{i} \in \operatorname{conv}\left(E \backslash\left\{X_{i}\right\}\right) .\right.
$$

By definition

$$
\operatorname{Prob}\left(X_{i} \in \operatorname{conv}\left(E \backslash\left\{X_{i}\right\}\right)\right)=\frac{1}{\gamma_{d}} \operatorname{Vol} \operatorname{conv}\left(E \backslash\left\{X_{i}\right\}\right) \leqq V(d, n-1),
$$

and this gives

$$
\begin{equation*}
\operatorname{Prob}(d, n) \geqq 1-n V(d, n-1) \tag{7}
\end{equation*}
$$

Now we use (6) to show that $\operatorname{Prob}(d, n)>1-\frac{n^{2}}{2^{d}}=1-c^{2}$.

## 5. Proof of Theorem 1.2

We will choose the random points in two (independent) steps. Let first $E$ $=\left\{X_{1}, \ldots, X_{[n / 2]}\right\}$ and $F=\left\{X_{[n / 2]+1}, \ldots, X_{n}\right\}$. Denote by 0 the center of $B_{d}$ and let $A_{d}$ be the ball with center 0 and radius $r=2^{-1 / 2} d^{-3 / 4 d} \approx 2^{-1 / 2}\left(1-\frac{3 \log d}{4 d}\right)$. Then we have

$$
\begin{equation*}
\operatorname{Prob}\left(A_{d} \cap E=\emptyset\right)<e^{-c / 2} \tag{8}
\end{equation*}
$$

Indeed, $\operatorname{Prob}\left(X_{i} \in A_{d}\right)=\frac{1}{\gamma_{d}} \operatorname{Vol}\left(A_{d}\right)=r^{d}$. Hence

$$
\operatorname{Prob}\left(A_{d} \cap E=\emptyset\right)=\left(1-r^{d}\right)^{n / 2}<\exp \left(-r^{d}[n / 2]\right) \leqq \exp (-c / 2) .
$$

From now on we assume that $A_{d} \cap E \neq \emptyset$, let $Y \in A_{d} \cap E$, say. Define $O^{\prime}$ so that $Y$ is the midpoint of the line segment $O O^{\prime}$. Let $B_{d}^{\prime}$ be the ball with center $O^{\prime}$ and radius 1 . Set, further, $H=B_{d} \cap B_{d}^{\prime}$. Now we show that for $d \geqq 100$

$$
\begin{equation*}
\frac{\operatorname{Vol}(H)}{\gamma_{d}} \geqq 0.46 d^{1 / 4} 2^{-d / 2} \tag{9}
\end{equation*}
$$

Indeed, $\|O Y\| \leqq r$ and so

$$
\begin{aligned}
\frac{1}{\gamma_{d}} \operatorname{Vol}(H) & \geqq \frac{2}{\gamma_{d}} \cdot \gamma_{d-1} \int_{x=r}^{1}\left(1-x^{2}\right)^{\frac{d-1}{2}} d x \\
& \geqq \frac{2 \gamma_{d-1}}{\gamma_{d}} \int_{r}^{1} x\left(1-x^{2}\right)^{\frac{d-1}{2}} d x \\
& =\frac{\gamma_{d-1}}{\gamma_{d}} \cdot \frac{2}{d+1}\left(1-r^{2}\right)^{\frac{d+1}{2}} \\
& =\frac{\gamma_{d-1}}{\gamma_{d}} \cdot \frac{2}{d+1}\left(1-\frac{1}{2} d^{-\frac{3}{2 d}}\right)^{\frac{d+1}{2}}
\end{aligned}
$$

Taking into account the asymptotic formula $\frac{\gamma_{d-1}}{\gamma_{d}} \approx \sqrt{\frac{d}{2 \pi}}$ one can easily see
that

$$
\lim _{d \rightarrow \infty} \frac{\gamma_{d-1}}{\gamma_{d}} \cdot \frac{2}{d+1} \cdot \frac{\left(1-\frac{1}{2} d^{3 / 2 d}\right)^{\frac{d+1}{2}}}{d^{1 / 4} 2^{-d / 2}}=\frac{1}{\sqrt{\pi}}=0.564 \ldots .
$$

This shows that (9) is true for $d$ large enough, for instance when $d \geqq 100$.
Now define $k$ as the number of elements of $F \cap H$. The expected value of $k, E(k)$ equals $\left[\frac{n}{2}\right]\left(\gamma_{d}\right)^{-1} \operatorname{Vol}(H) \geqq 0.23 c d$. Now we show that

$$
\begin{equation*}
\operatorname{Prob}(k<0.1 c d)<e^{-0.03 c d} \tag{10}
\end{equation*}
$$

using the large deviation theorem of Chernoff [5] applied to the binomial distribution (see Spencer [16]). This says that for $a \leqq p m, 0<p<1$

$$
\begin{equation*}
\sum_{i<a}\binom{m}{i} p^{i}(1-p)^{m-i}<\exp \left(-(m p-a)^{2} / 2 m p\right) \tag{11}
\end{equation*}
$$

In our case $p=\frac{1}{\gamma_{d}} \operatorname{Vol}(H)>0.46 d^{1 / 4} 2^{-d / 2}$ (if $d \geqq 100$ ) and $m=\left[\frac{c d}{2}\right]^{3 / 4} 2^{d / 2}$. Set $a$ $=0.1 c d$, then (11) yields (10).

Finally, we use a result of Wendel [17] (see also in [8]).
Theorem [17]. Let $K$ be a centrally symmetric bounded domain in $R^{d}$ with center $0, \operatorname{Vol}(K)>0$. Choose the points $Y_{1}, \ldots, Y_{k}$ randomly, uniformly and independently from $K$. Then

$$
\begin{equation*}
\operatorname{Prob}\left(0 \in \operatorname{conv}\left\{Y_{1}, \ldots, Y_{k}\right\}\right)=1-\frac{1}{2^{k-1}} \sum_{i \leqq d-1}\binom{k-1}{i} \tag{12}
\end{equation*}
$$

Now (12) implies that

$$
\begin{equation*}
\operatorname{Prob}(Y \notin \operatorname{conv} F \mid k \geqq 0.1 c d) \leqq 2^{\frac{1}{0.1 c d-1}} \sum_{i \leqq d-1}\binom{0.1 c d-1}{i}<e^{-0.01 c d} \tag{13}
\end{equation*}
$$

when $c \geqq 20$.
Denote the event that $E \cup F$ is 1 -convex by $U$ and the events in the left hand sides of (8), (10) and (13) by $V, W$ and $Z$, respectively. Clearly $U \subset V+W$ $+Z+U \overline{V W Z}$, hence $\operatorname{Prob}(U) \leqq \operatorname{Prob}(V)+\operatorname{Prob}(W)+\operatorname{Prob}(Z)+\operatorname{Prob}(U \overline{V W Z})$. But $\operatorname{Prob}(U \overline{V W Z})=0$ because if $E \cup F$ is 1-convex then $Y \in \operatorname{conv}(F)$ is impossible. Using (8), (10) and (13) we get

$$
\begin{aligned}
\operatorname{Prob}(d, n) & =\operatorname{Prob}(E \cup F \text { is } 1 \text {-convex }) \\
& =\operatorname{Prob}(U)<e^{-c / 2}+e^{-0.03 c d}+e^{-0.01 c d}<2 e^{-c / 2}
\end{aligned}
$$

for $d \geqq 100, c \geqq 20$.

## 6. Proof of Theorem 3.1

Let us apply Theorem 1.2 and (7) when $n=20 \cdot 2^{d / 2} d^{3 / 4}$. We get

$$
2 e^{-10}>\operatorname{Prob}(d, n)>1-n V(d, n-1)
$$

which shows that

$$
V(d, n)>V(d, n-1)>\frac{1-2 e^{-10}}{n}>\frac{n}{5002^{d} d^{3 / 2}}
$$

## 7. Proof of the Lower Bounds in Theorems 2.1 and 2.2

We will use a result from Bárány and Füredi [13]. To formulate it we need some preparation.

Given a convex set $C \subset R^{d}$ with $L=\operatorname{aff}(C)$, define $L^{\perp}$ as the maximal subspace of $R^{d}$ orthogonal to $L$. Further, for $\rho>0$ let

$$
C^{\rho}=C+\left(L^{\perp} \cap \rho B_{d}\right)
$$

In other words, $C^{\rho}$ is a cylinder above $C$, i.e., $C^{\rho}$ is the set of points $x \in R^{d}$ such that if $x^{\prime}$ is the nearest point to $x$ in $C$, then $\left\|x-x^{\prime}\right\| \leqq \rho$ and $x-x^{\prime}$ is orthogonal to $L$. Define $\rho(d, 1)=1, \rho(d, d)=d^{-1}$ and for $1<k<d$

$$
\rho(d, k)=\left(\frac{d-k+1}{d(k-1)}\right)^{1 / 2} .
$$

Lemma 7.1. Given a simplex $F$ in $B_{d}$ and $k \in\{1,2, \ldots, d\}$ and a point $x \in F$, there is a $(k-1)$-face $F_{k}$ of $F$ with $x \in F_{k}^{p(d, k)}$.

Now we prove (3). Fix $k \geqq 3$ and take the $n$ points in two steps again: in the first step $3 d$ points $E_{3 d}$ and in the second $n-3 d$ points $E_{n-3 d}$. (The case $k=2$ can be dealt with in a slightly different way.)

Observe that by Wendel's theorem $O \in \operatorname{conv} E_{3 d}$ with probability $1-o(1)$. Then by Caratheodory's theorem $O \in \operatorname{conv} E_{d+1}$ for some $E_{d+1} \subset E_{3 d}$ with $\left|E_{d+1}\right|=d+1$. Then by Lemma $7.1 O \in\left(\operatorname{conv} E_{k}\right)^{\rho}$ for some $E_{k} \subset E_{d+1},\left|E_{k}\right|=k$ and $\rho=\rho(\mathrm{d}, \mathrm{k})$. Denoting the nearest point to the origin in $\operatorname{conv} E_{k}$ by $Y$ we have

$$
\operatorname{dist}(O, Y) \leqq \rho(d, k)=\sqrt{\frac{d-k+1}{d(k-1)}}<\frac{1}{\sqrt{k-1}}
$$

From now on we work in the same way as in the proof of Theorem 1.2. Define $O^{\prime}$ so that $Y$ is the midpoint of $O O^{\prime}$ and set $H=B_{d} \cap B_{d}^{\prime}$ where $B_{d}^{\prime}$ is the unit ball around $O^{\prime}$. Then

$$
E\left(\left|E_{n-3 d} \cap H\right|\right)=\frac{1}{\gamma_{d}} . \operatorname{Vol}(H)(n-3 d)>\frac{1}{2 \sqrt{d}}\left(1-\frac{1}{k-1}\right)^{d / 2}(n-3 d) .
$$

so if we take $n \geqq 3 d+2 d^{2}\left(\frac{k-1}{k-2}\right)^{d / 2}$, say, then with probability $1-o(1)$

$$
\left|E_{n-3 d} \cap H\right|>3 d
$$

and we apply Wendel's theorem again. So from here we get that (3) holds for every fixed $k \geqq 3$ when $d \rightarrow \infty$.

In exactly the same way one can prove (5) as well. This method works when $k$ is linear in $d, k=\alpha d$, (say) and gives

$$
\operatorname{Prob}_{k=\alpha d}\left(d, 3\left(1+e^{(1-\alpha) / 2 \alpha} \sqrt{\pi / \alpha}\right) d\right)=o(1)
$$

Remark. We think that

$$
\operatorname{Prob}_{k=\alpha d}(d, f(\alpha) d)=1-o(1)
$$

when $\alpha \in(0,1 / 2)$, where $f(\alpha)$ depends on $\alpha$ only, probably

$$
f(\alpha)>\exp \left(c\left(\frac{1}{2}-\alpha\right) / \alpha\right) .
$$

## 8. Proof of the Upper Bounds in Theorems 2.1 and 2.2

For the proof of (2) and (4) we need some more notation and facts. Denote by $\operatorname{aff}\left(X_{1}, \ldots, X_{k}\right)$ the affine hull of the points $X_{1}, \ldots, X_{k}$. For $a, b>0$ and $0 \leqq t$ $\leqq 1$ set

$$
B(a, b, t)=\int_{x=0}^{t}\left(1-x^{2}\right)^{a} x^{2 b} d x
$$

and

$$
B(a, b)=B(a, b, 1)
$$

The following proposition is proved in Miles [13].
Proposition 8.1. Choosing the points $X_{1}, \ldots, X_{k}$ uniformly and independently from $B_{d}(k \leqq d)$ we have

$$
\operatorname{Prob}\left(\operatorname{dist}\left(O, \operatorname{aff}\left(X_{1}, \ldots, X_{k}\right)\right) \leqq t\right)=\frac{B\left(\frac{1}{2}(d+1)(k-1), \frac{1}{2}(d-k), t\right)}{B\left(\frac{1}{2}(d+1)(k-1), \frac{1}{2}(d-k)\right)}
$$

## Proposition 8.2.

$$
\frac{a^{a} b^{b}}{(a+b)^{a+b+1}} \leqq B(a, b) \leqq \frac{a^{a} b^{b}}{(a+b)^{a+b}}
$$

and for $t \leqq \sqrt{b /(a+b)}$ we have

$$
B(a, b, t) \leqq\left(1-t^{2}\right)^{a} t^{2 b}
$$

To prove this proposition one can use standard techniques, taking into account that the maximum of $\left(1-x^{2}\right)^{a} x^{2 b}$ is attained at $\sqrt{b /(a+b)}$.

Now let $E_{n}$ be the random $n$-set from $B_{d}$. We are going to estimate $\operatorname{Prob}\left(E_{n}\right.$ is not $k$-convex) from above. If $E_{n}$ is not $k$-convex, then there is $A_{k} \subset E_{n}$ with $\left|A_{k}\right|=k$ and conv $A_{k} \cap \operatorname{conv}\left(E_{n} \backslash A_{k}\right) \neq \emptyset$. Then, by Caratheodory's theorem and by the cylinder lemma there exists $A_{s} \subset E_{n} \backslash A_{k} . \quad\left|A_{s}\right|=s$ with $\operatorname{conv} A_{k} \cap\left(\operatorname{conv} A_{s}\right)^{\rho} \neq \emptyset$ where $\rho=\rho(d, s)$. We will choose $s \in\{1, \ldots, d-1\}$ later. Thus

$$
\begin{align*}
\operatorname{Prob}_{k}(d, n) & =\operatorname{Prob}\left(E_{n} \text { is not } k \text {-convex }\right) \\
& \leqq\binom{\mathrm{n}}{\mathrm{k}}\binom{\mathrm{n}-\mathrm{k}}{\mathrm{~s}} \operatorname{Prob}\left(\operatorname{dist}\left(\operatorname{conv} A_{k}, \operatorname{conv} A_{s}\right) \leqq \rho\right) \tag{14}
\end{align*}
$$

where $A_{k}$ and $A_{s}$ are sets of $k, s$ points respectively chosen uniformly and independently from $B_{d}$.

Recall that for an affine subspace $M \subset R^{d}, M^{\perp}$ is the subspace of $R^{d}$ orthogonal to $M$ with $\operatorname{dim} M+\operatorname{dim} M^{\perp}=d$. Let $L_{1}=\left(\operatorname{lin} A_{s}\right)^{\perp}, L_{2}=\left(\operatorname{aff} A_{k}\right)^{\perp}$ and $L_{0}$ $=L_{1} \cap L_{2}$. Let $\pi_{i}$ denote the orthogonal projections from $R^{d}$ to $L_{i}$ and $B\left(L_{i}\right)$ the unit ball of the subspace $L_{i}$, i.e., $B\left(L_{i}\right)=L_{i} \cap B_{d}(i=0,1,2)$. Finally write $\pi^{*}$ for the orthogonal projection from $L_{2}$ to $L_{0}$. Now

$$
\begin{align*}
\operatorname{Prob}\left(\operatorname{dist}\left(\operatorname{conv} A_{k}, \operatorname{conv} A_{s}\right) \leqq \rho\right) & \leqq \operatorname{Prob}\left(\operatorname{dist}\left(\operatorname{aff} A_{k}, \operatorname{lin} A_{s}\right) \leqq \rho\right) \\
& =\operatorname{Prob}\left(\pi_{0}\left(\operatorname{aff} A_{k}\right) \in \rho B\left(L_{0}\right)\right) \tag{15}
\end{align*}
$$

Now $\pi_{0}=\pi^{*} \circ \pi_{2}$ and so if $\pi_{2}\left(\right.$ aff $\left.A_{k}\right) \in \rho B\left(L_{2}\right)$, then $\pi_{0}\left(\right.$ aff $\left.A_{k}\right) \in \rho B\left(L_{0}\right)$ trivially. On the other hand, $\pi_{2}\left(\operatorname{aff} A_{k}\right)$ is just a point $Z \in L_{2}$. We continue (15):

$$
\begin{align*}
& \leqq \operatorname{Prob}\left(\pi_{2}\left(\operatorname{aff} A_{k}\right) \in \rho B\left(L_{2}\right)\right) \\
& \quad+\int_{t=\rho}^{1} \operatorname{Prob}\left(\pi^{*}(Z) \in \rho B\left(L_{0}\right) \mid Z \in B\left(L_{2}\right),\|Z\|=t\right) \\
& \quad \cdot d_{t} \operatorname{Prob}\left(\pi_{2}\left(\operatorname{aff} A_{k}\right) \in t B\left(L_{2}\right)\right) \tag{16}
\end{align*}
$$

But $\pi_{2}\left(\operatorname{aff} A_{k}\right) \in t B\left(L_{2}\right)$ is equivalent to dist $\left(O, \operatorname{aff} A_{k}\right) \leqq t$ so from Proposition 8.1 we infer

$$
\operatorname{Prob}\left(\pi_{2}\left(\operatorname{aff} A_{k}\right) \in t B\left(L_{2}\right)\right)=\frac{B\left(\frac{1}{2}(d+1)(k-1), \frac{1}{2}(d-k), t\right)}{B\left(\frac{1}{2}(d+1)(k-1), \frac{1}{2}(d-k)\right)}=: B_{1}(t)
$$

Moreover

$$
\begin{aligned}
& \operatorname{Prob}\left(\pi^{*}(Z) \in \rho B\left(L_{0}\right) \mid Z \in B\left(L_{2}\right),\|Z\|=t\right) \\
& \quad=\operatorname{Prob}\left(\left.\pi^{*}(Z) \in \frac{\rho}{t} B\left(L_{0}\right) \right\rvert\, Z \in B\left(L_{2}\right),\|Z\|=1\right) \\
& \quad=\operatorname{Prob}\left(\pi^{*}(Z) \in \frac{\rho}{t} B\left(L_{0}\right)\right)
\end{aligned}
$$

where one chooses $Z$ from the unit sphere of $L_{2} \cong R^{d-k+1}$ uniformly. This probability can be computed easily

$$
\operatorname{Prob}\left(\pi^{*}(Z) \in \frac{\rho}{t} B\left(L_{0}\right)\right)=\frac{B\left(\frac{1}{2} s, \frac{1}{2}(d-k-s), \frac{\rho}{t}\right)}{B\left(\frac{1}{2} s, \frac{1}{2}(d-k-s)\right)}=: B_{2}\left(\frac{\rho}{t}\right) .
$$

A real number $t_{0}$ with $\rho<t_{0}<1$ will be specified later. We continue (16) using the fact that $B_{1}(t)$ and $B_{2}(\rho / t)$ are monotone increasing and decreasing, respectively; and both of them are less than or equal to 1 :

$$
\begin{align*}
& \operatorname{Prob}\left(\operatorname{dist}\left(\operatorname{conv} A_{k}, \operatorname{conv} A_{s}\right) \leqq \rho\right) \\
& \leqq B_{1}(\rho)+\int_{t=\rho}^{1} B_{2}(\rho / t) B_{1}^{\prime}(t) d t \\
&= B_{1}(\rho)+\int_{t=\rho}^{t_{0}} B_{2}(\rho / t) B_{1}^{\prime}(t) d t+\int_{t=t_{0}}^{1} B_{2}(\rho / t) B_{1}^{\prime}(t) d t \\
& \leqq B_{1}(\rho)+\int_{t=\rho}^{t_{0}} B_{1}^{\prime}(t) d t+\max _{t_{0} \leqq t \leqq 1} B_{2}(\rho / t) \int_{t=t_{0}}^{1} B_{1}^{\prime}(t) d t \\
&= B_{1}(\rho)+\left[B_{1}\left(t_{0}\right)-B_{1}(\rho)\right]+B_{2}\left(\rho / t_{0}\right)\left[1-B_{1}\left(t_{0}\right)\right] \\
&<B_{1}\left(t_{0}\right)+B_{2}\left(\rho / t_{0}\right) . \tag{17}
\end{align*}
$$

Proposition 8.2 shows that $B_{1}\left(t_{0}\right)$ is very close to zero when

$$
t_{0}<t_{1}=\sqrt{\frac{d-k}{(d+1)(k-1)+d-k}} \approx \frac{1}{\sqrt{k}}
$$

and $B_{2}\left(\rho / t_{0}\right)$ is very close to zero when

$$
t_{0}>t_{2}=\sqrt{\frac{(d-s+1)(d-k-1)}{d(s-1)(d-k-s)}} \approx \frac{1}{\sqrt{s}} .
$$

Our plan to prove (2) and (4) is to find $s$ and $t_{0}$ such that

$$
\begin{gather*}
t_{2}<t_{0}<t_{1}  \tag{18}\\
\binom{n}{k}\binom{n-k}{s} B_{1}\left(t_{0}\right)=o(1),  \tag{19}\\
\binom{n}{k}\binom{n-k}{s} B_{2}\left(\frac{\rho}{t_{0}}\right)=o(1) . \tag{20}
\end{gather*}
$$

If this can be done then from (17) and (14) we get that $\operatorname{Prob}_{k}(d, n)=o(1)$.
When $k$ is constant, $s=1.2 k$ and $t_{0}=(1.1 k)^{-1 / 2}$ is a good choice, (18), (19) and (20) will hold with $n=\left(1+(4 k)^{-1}\right)^{d}$. This can be seen using Proposition 8.2. Similarly, when $k=d(2 A \log d)^{-1}$ then setting

$$
s=d(1.2 A \log d)^{-1}
$$

and

$$
t_{0}=[1.99 A(\log d) / d]^{-1 / 2}
$$

and

$$
n=d^{A / 6}
$$

one can check that (18), (19) and (20) hold. This implies (4).

We mention finally that it is possible to prove somewhat, but not significantly, better estimates than those in (2) and (4), if one projects onto (aff $\left.A_{k}\right)^{\perp},\left(\text { aff } A_{s}\right)^{\perp}$ and their intersection. Then the computations become more involved.
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