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The Beginning: “Asymptotic Statistical Properties”

Erdős (1913 – 1996)

Rényi (1921 – 1970)
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“Growth of Greatest Component”
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The Phase Transition

Erdős-Rényi random graph G(n,m) [ ERDŐS–RÉNYI 60 ]

L(m) = # vertices in the largest component after m edges are added

m = c · n/2, c > 0

If c < 1, whp L(m) = O(log n)

If c > 1, whp L(m) = Θ(n)
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Critical Phenomenon

How big is the largest component, when m = n/2 + s, s = o(n) ?

Béla Bollobás

How big is the largest component, when m = n/2 + s, s = o(n) ?

[ BOLLOBÁS 84; ŁUCZAK 90; JANSON–KNUTH–ŁUCZAK–PITTEL 93; BOLLOBÁS–RIORDAN 13+]

If s n−2/3 → −∞, whp L(m) = o(n2/3)

If s n−2/3 → λ, a constant, whp L(m) = Θ(n2/3)

If s n−2/3 →∞, whp L(m) = (4 + o(1)) s

2/3<< 2/3 2/3
~ >>n nn
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Random Planar Graph

Let L(m) denote the number of vertices in the largest component in P(n,m).

Two critical periods [ K.– ŁUCZAK 12 ]

Let m = n/2 + s.

If n2/3 � s � n, whp L(m) = (2 + o(1)) s

Let m = n + r .

If n3/5 � r � n2/3, whp n − L(m) = Θ(n3/2r−3/2)� n3/5

2 s~
3/5n<<n−L(n)L(n)
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Achlioptas Processes

Power of two choices [ ACHLIOPTAS 00 ]

In each step, two potential edges are present:

one of them is chosen according to a given rule and added to a graph.

Bohman-Frieze process delays the giant [ BOHMAN-FRIEZE 01 ]

If the first edge joins two isolated vertices, it is added to a graph;

otherwise the second edge is added.

Achlioptas

Bohman Frieze
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Bohman-Frieze Process

Phase transition [ SPENCER–WORMALD 07; JANSON–SPENCER 12 ]

Susceptibility: let t = # edges /n

S(t) =
1
n

∑
v∈[n]
|C(v)| =

1
n

∑
i≥1

i Xi (t , n)

Xi (t , n) = # vertices in components of size i at time t

Differential equations method: ∃ a deterministic function xi (t) s.t. whp

Xi (t , n)

n
= xi (t) + o(1)

Janson Spencer Wormald

Small components [ K.–PERKINS–SPENCER 13 ]

xi (tc ± ε) ∼ a i−3/2 exp
(
− ε2i b

)
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Achlioptas Processes

Merging `-vertex rule that is well-behaved [ RIORDAN–WARNKE 13 ]

L(t) = # vertices in the largest component after t n steps

Provided that a rule-dependent system of ODEs has a unique solution, whp

n−1 L(t) = 1−
∑

i≥1
xi (t) + o(1)

n−1 Xi (t , n) = xi (t) + o(1)

Riordan Warnke

`-vertex bounded-size rule [ DRMOTA–K.–PANAGIOUTOU 13+ ]

n−1L(tR + ε) = cR ε+ O(ε2)

lim sup
i→∞

i−1 log xi (tR + ε) = −dR ε
2 + O(ε3)
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Proof: Analytic Framework

Variant of Smoluchowski’s coagulation equation:

x ′i = fi (x1, . . . , xK ) + g(x1, . . . , xK ) (−2ixi + i
∑

j+j′=i
xjxj′)

Moment generating function D(t , z) =
∑

i≥1 xi (t) z i satisfies

Dt + 2 z g(t) (1− D) Dz = h(t , z), D(0, z) = z

E.g. Erdős-Rényi process:

g(t) = 1, h(t , z) = 0

Critical point: t = 1/2, z = 1

Solutions to D = z e2t(D−1):

double point if z = 1

hyperbola-like if z 6= 1

Method of characteristics for general case
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E.g. Erdős-Rényi process:

g(t) = 1, h(t , z) = 0

Critical point: t = 1/2, z = 1

Solutions to D = z e2t(D−1):

double point if z = 1

hyperbola-like if z 6= 1

Method of characteristics for general case

Mihyun Kang Phase transition in random graphs


