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Why ?

Fibonacci (1202) showed that any positive rational can be expressed as a sum of distinct unit fractions by using the greedy algorithm.

Fibonacci (1202) showed that any positive rational can be expressed as a sum of distinct unit fractions by using the greedy algorithm.

Namely, if
then

$$
\frac{1}{n} \leq \frac{a}{b}<\frac{1}{n-1}
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$$
a n-a<b \text {, i.e., } a n-b<a \text {, }
$$

Fibonacci (1202) showed that any positive rational can be expressed as a sum of distinct unit fractions by using the greedy algorithm.

Namely, if
then

$$
\frac{1}{n} \leq \frac{a}{b}<\frac{1}{n-1}
$$

$$
a n-a<b \text {, i.e., } a n-b<a \text {, }
$$

so

$$
0 \leq \frac{a}{b}-\frac{1}{n}=\frac{a n-b}{b n}
$$

and the numerator has decreased.

Another way to see this is to write

$$
\frac{a}{b}=\frac{1}{b}+\frac{1}{b}+\frac{1}{b}+\ldots+\frac{1}{b}
$$

and then repeatedly use the transformation

$$
\frac{1}{b}=\frac{1}{b+1}+\frac{1}{b(b+1)} .
$$
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## Related diversion:

Show that

$$
0<x_{n} \leq x_{n+1}+x_{n^{2}} \text { for } n \geq n_{0}
$$

implies that $\sum_{n} x_{n}$ diverges.
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If $n>2 k$, then $\binom{n}{k}$ contains a prime divisor greater than $k$.
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The basic idea of the proof is that some term $a+k d$ is divisible by a higher power of some prime than any other term. This follows from the analysis of the prime divisors of the expressions $\frac{(a+d)(a+2 d) \ldots(a+n d)}{n!}$ and $\binom{2 n}{n}$.
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They also prove that for only finitely many $n$ can one or more of the elementary symmetric functions of $1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}$ be an integer.

Chen and Tang completely settled this question in 2012 by showing that the only pairs ( $k, n$ ) for which the elementary symmetric function $S(k, n)$ of $1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}$ is an integer are

$$
S(1,1)=1 \text { and } S(2,3)=1 \cdot \frac{1}{2}+1 \cdot \frac{1}{3}+\frac{1}{2} \cdot \frac{1}{3}=1
$$
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He conjectures that $N(b) \ll \log \log b$ is the truth.
The best upper bound currently available (due to Vose) is $N(b) \ll \sqrt{\log b}$.
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In other words, we can always express

$$
\frac{4}{n}=\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}}
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with $0<x_{1}<x_{2}<x_{3}$.

Note that it is enough to prove this for $n$ prime.
The conjecture is known to hold for $n \leq 10^{14}$.

Let $f(n)$ denote the number of solutions of
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Vaughan has shown that the number of $n \leq x$ for which the Erdos - Straus conjecture fails is $O\left(x \exp \left(-c(\log x)^{\frac{3}{5}}\right)\right)$.

Sierpiński's Conjecture
For all $n \geq 5$, we can always express
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Schinzel's Conjecture
We can always express

$$
\begin{gathered}
\frac{a}{n}=\frac{1}{x_{1}}+\frac{1}{x_{2}}+\frac{1}{x_{3}} \\
\text { with } 0<x_{1}<x_{2}<x_{3}, \text { provided } n \geq n_{0}(a) .
\end{gathered}
$$
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Erdös conjectured that we must always have $\frac{x_{n}}{x_{1}} \geq 3$ with the extreme case being $1=\frac{1}{2}+\frac{1}{3}+\frac{1}{6}$.
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Note that since $H(n)=\sum_{k=1}^{n} \frac{1}{k} \sim \log n$ then we must have
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$$
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Suppose

$$
1=\sum_{k=1}^{n} \frac{1}{x_{k}} \text { where } 1<x_{1}<x_{2}<\ldots<x_{n} .
$$

Erdös conjectured that we must always have $\frac{x_{n}}{x_{1}} \geq 3$ with the extreme case being $1=\frac{1}{2}+\frac{1}{3}+\frac{1}{6}$.
Note that since $H(n)=\sum_{k=1}^{n} \frac{1}{k} \sim \log n$ then we must have

$$
\frac{x_{n}}{x_{1}} \geq e+o(1) \text { as } x_{1} \rightarrow \infty \text {. }
$$

In fact, he suggested that in this case it may be that $\frac{x_{n}}{x_{1}} \rightarrow \infty$. However, it turns out that this is not the case!

Dense unit fractions
Theorem: (Martin, Croot)
Suppose that $r>0$ is a given rational number.
Then for all $N>1$, there exist integers $x_{1}, x_{2}, \ldots, x_{n}$ with

$$
N<x_{1}<x_{2}<\ldots<x_{n} \leq\left(e^{r}+O_{r}\left(\frac{\log \log N}{\log N}\right)\right) N
$$

such that

$$
r=\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{n}} .
$$

Moreover, the error term $O_{r}\left(\frac{\log \log N}{\log N}\right)$ is best possible.

## Ramsey properties of Egyptian fractions

Ramsey properties of Egyptian fractions
Graham and y paned some yeas ans the following question: Color the integer lo $k$ colors. Fit the

$$
\text { that } \sum_{i} \frac{1}{x_{i}}=1, x_{1}<x_{2}<\cdots
$$

is monochromatically solvable? The sum (1) is of rouse repponed to lo finite, but the number of summand can be as large as MY pleare.

Let $f(\mathrm{~m})$ be the largest integer for which then is a sequence $x_{1}<x_{2}<\ldots, x_{1} \leqslant m, t=f(n)$ which does not untain a solution of $(1)$. Trivially

$$
f(m)>m\left(1-\frac{1}{l}-E\right)
$$

but perhaps $f(n)=m+\sigma(n)$. We weld not get mon trivial upper or locorer bounds for \& $(n)$.

## Ramsey properties of Egyptian fractions

## \$500 Conjecture (Erdos - RLG)

For any $r$-coloring of $\{2,3,4, \ldots$,$\} , there is a$ monochromatic solution to
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## Is the stronger density version true?

Conjecture: Suppose $X \subseteq \mathbb{N}$ has positive upper density,
i.e., $\limsup _{n \rightarrow \infty} \frac{|X \cap[1, n]|}{n}>0$.
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Then there exist $x_{1}<x_{2}<\ldots<x_{k}$ in $X$ with $1=\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{k}}$.
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\text { i.e., } \limsup _{n \rightarrow \infty} \frac{|X \cap[1, n]|}{n}>0 \text {. }
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Perhaps this can be proved under the stronger hypothesis that $x_{i+1}-x_{i}$ is bounded.

## Is the stronger density version true?

Conjecture: Suppose $X \subseteq \mathbb{N}$ has positive upper density,
i.e., $\limsup _{n \rightarrow \infty} \frac{|X \cap[1, n]|}{n}>0$.

Then there exist $x_{1}<x_{2}<\ldots<x_{k}$ in $X$ with $1=\frac{1}{x_{1}}+\frac{1}{x_{2}}+\ldots+\frac{1}{x_{k}}$.

Perhaps this can be proved under the stronger hypothesis that $x_{i+1}-x_{i}$ is bounded.

For example, suppose you assume that $x_{i+1}-x_{i} \leq 2$.

## A related result of Brown and Rödl

In any r-coloring of $\mathbb{N}$ there is always a monochromatic solution to the equation

$$
\frac{1}{x}=\frac{1}{y}+\frac{1}{z}
$$

## A related result of Brown and Rödl

In any r-coloring of $\mathbb{N}$ there is always a monochromatic solution to the equation

$$
\frac{1}{x}=\frac{1}{y}+\frac{1}{z}
$$

More generally, if the system $\sum_{k=1}^{n} a_{i, k} x_{k}=0,1 \leq i \leq r$, is partition regular, then the system $\sum_{k=1}^{n} a_{i, k} x_{k}^{-1}=0,1 \leq i \leq r$, is also partition regular.

## Conjecture

In any r-coloring of $\mathbb{N}$ there is always a monochromatic solution to the equation

$$
x^{2}+y^{2}=z^{2}
$$

## $\$ 250$ Conjecture

In any r-coloring of $\mathbb{N}$ there is always a monochromatic solution to the equation

$$
x^{2}+y^{2}=z^{2}
$$

## \$250 Conjecture

In any r-coloring of $\mathbb{N}$ there is always a monochromatic solution to the equation

$$
x^{2}+y^{2}=z^{2}
$$

Warm-up: Prove this for $r=2$.

## Greedy decompositions in odd unit fractions

It is known that every positive rational $\frac{a}{2 b+1}$ with an odd denominator can be expressed as

$$
\frac{a}{2 b+1}=\frac{1}{2 x_{1}+1}+\frac{1}{2 x_{2}+1}+\ldots+\frac{1}{2 x_{n}+1}
$$

with $1<x_{1}<x_{2}<\ldots<x_{n}$.
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For example, suppose our starting fraction is $\frac{5}{1444613}$.

For this fraction, the odd greedy algorithm terminates in 37 steps.
The last denominator has $384,122,451,172$ decimal digits !

## Greedy decompositions in odd unit fractions

It is known that every positive rational $\frac{a}{2 b+1}$ with an odd denominator can be expressed as

$$
\frac{a}{2 b+1}=\frac{1}{2 x_{1}+1}+\frac{1}{2 x_{2}+1}+\ldots+\frac{1}{2 x_{n}+1}
$$

with $1<x_{1}<x_{2}<\ldots<x_{n}$.
Can this always be accomplished using the odd greedy algorithm ?
For example, suppose our starting fraction is $\frac{5}{1444613}$.
For this fraction, the odd greedy algorithm terminates in 37 steps.
The last denominator has 384,122,451,172 decimal digits !
Conjecture (\$1000) The odd greedy algorithm always terminates.

Similar questions can be asked for more restricted unit fractions.

## Theorem (RLG)

A rational $\frac{p}{q}$ can be written as the finite sum of reciprocals of distinct perfect squares if and only if:

$$
\frac{p}{q} \in\left[0, \frac{\pi^{2}}{6}-1\right) \cup\left[1, \frac{\pi^{2}}{6}\right)
$$
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## Theorem (RLG)

A rational $\frac{p}{q}$ can be written as the finite sum of reciprocals of distinct perfect squares if and only if:
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$$
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Challenge:
Show that the greedy algorithm does not always terminate in this case.

Similar questions can be asked for more restricted unit fractions.

## Theorem (RLG)

A rational $\frac{p}{q}$ can be written as the finite sum of reciprocals of distinct perfect squares if and only if:

$$
\frac{p}{q} \in\left[0, \frac{\pi^{2}}{6}-1\right) \cup\left[1, \frac{\pi^{2}}{6}\right)
$$

For example,

$$
\frac{1}{2}=\frac{1}{2^{2}}+\frac{1}{3^{2}}+\frac{1}{4^{2}}+\frac{1}{5^{2}}+\frac{1}{6^{2}}+\frac{1}{15^{2}}+\frac{1}{16^{2}}+\frac{1}{36^{2}}+\frac{1}{60^{2}}+\frac{1}{180^{2}}
$$

Challenge: $\$ 25$
Show that the greedy algorithm does not always terminate in this case.
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(Two-dimensional analogue-RLG).
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If $X \subset \mathbb{N} \times \mathbb{N}$ with $\sum_{(x, y) \in X} \frac{1}{x^{2}+y^{2}}=\infty$ then $X$ contains 4 vertices of a square. \$1000

