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1. Introduction

Let f ∈ Z[x] be an irreducible polynomial with no fixed divisor. Are
there infinitely many integers n such that f(n) is a prime number?
If deg f = 1 : Dirichlet’s Theorem.
For deg f > 2?
1978 : Iwaniec proved that there exists infinitely many n such that

n2 + 1 = p or n2 + 1 = p1p2.

For n ∈ N, let P+(n)denote the greatest prime factor of n.

Chebychev (1895): lim
x→+∞

1
x

P+
≥ Y

n6x

(n2 + 1)
¥

= +∞.

Nagell (1921): f ∈ Z[X] irreducible, deg f > 2, ϑ ∈ [0, 1[:

P+
≥ Y

n6x

f(n)
¥
¿f,ϑ x(log x)ϑ.
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Let f ∈ Z[X] irreducible with deg f > 2,
Erdős (1952): there exists A > 0 such that

P+
≥ Y

n6x

f(n)
¥
¿f x(log x)A log log log x.

Erdős and Schinzel (1990): there exists c > 0 such that

P+
≥ Y

n6x

f(n)
¥
¿f x exp exp(c(log log x)2/3).

Tenenbaum (1990): for α ∈]0, 2− log 4[, (2− log 4 = 0.61..)

P+
≥ Y

n6x

f(n)
¥

> x exp((log x)α) (x > x0(f, α)).



– 4 –

P+
≥ Y

n6x

(n2 + 1)
¥
¿ x1.1 Hooley (1967)

¿ x1.2.. Deshouillers and Iwaniec (1982).

Hooley (1978): if the hypothesis (R∗) holds then

P+
≥ Y

n6x

(n3 + 2)
¥
¿ x31/30.

The hypothesis (R∗) is (with the notations e(t) = exp(2iπt) and
rr ≡ 1 (mod s)):

X

ζ1<r<ζ2
(r,s)=1

e
≥hr + kr

s

¥
ø sε(1 + ζ2 − ζ1)1/2(h, s)1/2.
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Heath-Brown (2001): there exists a positive proportion of integers
n such that P+(n3 + 2) > n1+10−303

. In particular we have

P+
≥ Y

n6x

(n3 + 2)
¥
¿ x1+10−303

.

Let Φ12(n) = n4 − n2 + 1.

Theorem 1(CD 2013). There exists c > 0 such that for X large
enough we have:

P+
≥ Y

X<n62X

Φ12(n)
¥

> X1+c,

the value c = 10−47016 is admissible.
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2. How to detect polynomial values with a large
prime factor?

Lemma 2. Let A = {n ∈]X, 2X] :
Q

p64X
pkkΦ12(n)

pk > X}.We

suppose that there exists α > 0 such that |A| > αX for X large
enough. Then we have:

(1) P+
≥ Y

X<n62X

Φ12(n)
¥

> X1+ α
3−α .

The ideas of the proof are from Erdős. We evaluate in two different
ways V (X) =

P
X<n62X log(Φ12(n)). First we have

V (X) = 4X log X + O(X).
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On the other hand we have:

V (X) =
X

X<n62X

X

k>1,pøX4

pkkΦ12(n)

k log p

= X(log X + O(1)) +
X

X<n62X

X

p>4X
p|Φ12(n)

log p

= X(log X + O(1)) +
X

X<n62X

log(2)(Φ12(n)),

say. Let PX denote the greatest prime factor of the product in (1).
We have:

log(2)(Φ12(n)) 6
Ω

2 log(PX) if n ∈ A
3 log(PX) if n 6∈ A.
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3. Exponential sums

Let f ∈ Z[X]. We want to estimate the cardinality of the sets

Ad(f) = {n ∈]X, 2X] : d|f(n)}.

To detect this congruence we can use exponential sums. We have
to find upper bounds of sums of type:

(2)
X

D<d62D

X

06v<d
f(v)≡0 (mod d)

e
≥hv

d

¥
.

For f(n) = n2+1, Hooley used the Gauss-Legendre correspondence

{0 6 v < d : v2+1 ≡ 0 (mod d)} ↔ {d = r2+s2 : (r, s) = 1 and |r| < s}.

(2) ”becomes”
P

søD1/2

P
|r|<s

(r,s)=1

e
≥

hr
s

¥
ø D3/4+ε by Weil.
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For f(n) = n3 + 2, Hooley proved the correspondence:

{0 6 v < d : v3+2 ≡ 0 (mod d)} ↔ {some representations d = ϕ(a, b, c)},

with ϕ(a, b, c) = a3 +2b3 +4c3−6abc = NQ( 3√2)/Q(a+ b 3
√

2+ c 3
√

4).
This leads to sums of type:

X

b,cøD1/3

X

aøD1/3

e
≥hc2(b2 − ac)

b3 − 2c3

¥
.

Theorem 3(Heath-Brown 2001). Let q = q0 · · · qk be a square-
free integer. Let f, g ∈ Z[x] satisfying some conditions. Then we
have for (w, q) = 1:

X

A<n<A+B
(q,g(n))=1

e
≥wf(n)g(n)

q

¥
ø qε

≥ B

q1/2(k+1)

0

+B1− 1
2k q

1
2k+1
0 +

kX

j=1

B1− 1
2j q

1
2j

j

¥
.
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Another important ingredient of Heath-Brown’s method was to use
the ideals of Z[ 3

√
2].

4. The polynomial Φ12
Let ζ12 = eiπ/6.The integer ring Z[ζ12] is principal and we have:

N(n− ζ12) = Φ12(n),
Y

p64X
pkkΦ12(n)

pk =
Y

N(P)64X

Pkk(n−ζ12)

N(P)k,

where N(I) is the norm of the ideal I. We are then interested by

A(α) = {n ∈]X, 2X] : (α)|(n− ζ12)}.

For α ∈ Z[ζ12], α = a + bζ12 + cζ2
12 + dζ3

12, let mα denote the
matrix of the multiplication by α in the basis 1, ζ12, ζ2

12, ζ
3
12. Let

Bij , 1 6 i, j 6 4 be the cofactors of this matrix.
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Lemma 4. If (B14, N(α)) = 1 then for n ∈ Z we have

(α)|(n− ζ12)⇔ n ≡ B13B14 (modN(α)).
Proof. We use the fact that for ` = 0, 1, 2, 3, ζ`

12α ∈ (α). This gives
the congruence system:





b c d
a b + d c
−d a + c b + d
−c b a + c








ζ12

ζ2
12

ζ3
12



 =





−a
d
c

b + d



mod(α).

We apply Cramer formula and use the fact that mα−1 = (mα)−1 :
this gives B14ζ12 ≡ B13 (mod (α)). ut
With this Lemma and standard manipulations on exponential sums,
we obtain sums of type:

X

(α)∈J

e
≥−hB13B14

N(α)

¥
,where J is a set of ideals of Z[ζ12].
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If we apply again Cramer formula and use some facts from resultant
theory we obtain

Lemma 5. Let q = (b2 + c2)(b2 + db + d2)(−3c2 + (b + 2d)2).If
(q,B14) = 1 then

e
≥−hB13B14

N(α)

¥
= e

≥−hUB14

q
+ hR(a, b, c, d)

¥
,

where U ∈ Z[a, b, c, d] is a polynomial of degree five and R is a
rational fraction.
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5. Joint distribution of some values of binary
forms

Let P =]B,B + M ]×]C,C + M ]×]D,D + M ], f1, f2 ∈ Z[x, y] two
binary, primitive and irreducible forms with degree > 2. We define
also for i = 1, 2:

%fi(m) = |{0 6 r, s < m : m|fi(r, s) and (r, s,m) = 1}|.

We suppose that there exists ϑ > 0 such that

M > max(|A|, |B|, |C|)ϑ.

We consider

A(m1,m2,m3,u) = {(b, c, d) ∈ P : m1|f1(b, c), m2|f2(b, d),
(b, c, d) ≡ u (modm3), (m1, b, c) = 1 = (m2, b, d)}.
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We are interested by

E =
X∗

m1<Q1
m2<Q2

ØØØ|A(m1,m2,m3,u)| −
M3%∗f1

(m1)%∗f2
(m2)

m2
1m

2
2m

3
3

ØØØ,

where the star in the
P

indicates that some coprimality conditions
are required.

Theorem 6. With the above notations, we have:

E ø (log M)7
≥
Q1Q2 +

(Q1Q2)1/2M3/2

m3/4
3

+
(Q1Q2)1/3M2

m2
3

¥

+ M1+ε(Q1 + Q2) + M2+ε +
M2+ε

m2
3

(
p

Q1 +
p

Q2).


