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Probability Theory
Solutions #3
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P(at least 1 pair) = 1 — P(no pairs) =1 — <(5221§ =55 (asin 2.7)
5

Or:

P(at least 1 pair) = P(U}2, A;),
where A; is the event that the " pair is among the 5 chosen.
(22) (20)
P(A,) = ﬁ,P(A, N AJ) = ﬁ,P(Az N Aj N Ak) =0
5 5

and applying the sieve formula we get:
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Let A be the event that the first box contains a ball marked 1, B the event that the
second box contains a ball marked 2 and C' that the third box contains a ball marked

3. Then the probability in question is:

P(U2,A;) = 12

P(AuBUC) = P(A+PB)+PC)—P(ANB)—P(ANC)-P(BNC(C)
+P(ANBNC)

L1112 13 13 123 4

6 3 2 65 65 35 65 4 60

Let A; be the event that the hand contains no &, and the events As, A3, A4 that the
hand does not contain , O, # resp. Then we need 1 — P(A4; U Ay U A3 U Ay) which
may be easily computed using the sieve formula. (The numerical answer is 0.949 for
the bridge and 0.264 for the poker hand.)

Let A; be the event that the i*" person went home in his own hat and coat. Then we
need P(U; A;) which may be computed by the sieve formula.
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and

P(UiL14i) = zn:(_l)iﬂ (”) (n—4)? — i(_l)i_l,_l (n —i)!
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(a) Let A; be the event that the i*! box remains empty. Then we need 1 —P (U, 4;).
In general P(A;NAsN---NA;) = M and we get
n

1= P A) =1 — i (7;) (n ;,f)k.

i=1

(b) If k¥ < n then the previous probability is 0 (since at least one box will be empty)
and if k = n then the resp. probability is ,% Comparing the sum in question with the
formula we got for (a), we get that for k < n it is 0, while for k = n it is n!(—1)"*1.



