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A relationship between a new and an old graph invariant is established. The first invariant 
is connected to the 'sandglass conjecture' of [1]. The second one is graph entropy, an infor­
mation theoretic functional, which is already known to be relevant in several combinatorial 
contexts. 

1. Introduction 

Our starting point is the sand glass conjecture of Ahlswede and Simonyi [1]. We state it in 
the following reformulation, first published in [3]. 

Conjecture 1.1. Let d and go be two families of subsets of an n-set such that the following 
two conditions hold. 

(i) For every A, A' E d and B, B' E go, 

A \ B = A' \ B' => A = A'. 

(ii) For every A, A' E d and B, B' E go, 

B \A = B' \A' => B = B'. 

If true, the bound in Conjecture 1.1 is best possible. Indeed, let d = 2c and go = 2([n]\C) 

for some C ~ [n]. Then the pair (d, go) satisfies (i) and (ii) and ldllgol = 211
• 
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The conjecture is still open. A special case of a generalization ?f the original formulation 
is solved in [1], while a nontrivial upper bound for ldll.%'1 is given in [3]. 

A pair of set systems (d, .%') that satisfies the conditions of Conjecture 1.1 is called 
a recovering pair. In this paper we consider the uniform version of the problem, that 
is, we ask for the maximum of ldll.%'1 when all sets in d and .%' have size k for some 
fixed k, and n is sufficiently large. Then we generalize the problem and introduce a new 
graph invariant via recovering pairs. In the uniform case this new invariant turns out 
to have an intimate relationship with Korner's concept of graph entropy. Realizing this 
relationship helps us to give the exact solution of the uniform version of the problem for 
bipartite graphs. In the last section of the paper some observations are presented about 
the nonuniform case. 

Throughout the paper, all logarithms are to the base two. 

2. The uniform case 

We start with examples of recovering pairs of families of k-subsets. Let [n] =X U Y u Z 
be a partition of [n] = {1,2, ... ,n}, with IZI = 1. Let dk consist of all k-element subsets 
of XUZ, and let .%'k be the collection of k-element subsets of Y UZ. To see that (dk,.%'k) 
is a recovering pair, note that if A, A' E dk, B,B' E .%'k and A\ B =A'\ B' then lA\ Bl 
is k or k - 1; furthermore, A = A' = A \ B if lA \ B I = k and A = A' = (A \ B) u Z 
otherwise. We call the pair (db .%'k) defined above a quasi-disjoint pair with parameter 
max{x,y}, where X= lXI and y = IYI. Clearly, ldkll.%'kl = (xtl) (Yt1) is maximal when 
x = f(n -1)/21 and y = L(n -1)/2J = f(n- 2)/21 or x = L(n -1)/2J and y = f(n -1)/21. 

Our first result shows that when k is fixed and n is sufficiently large, we cannot do 
better than to take the best quasi-disjoint pair. 

Theorem 2.1. For every k ~ 1 there is an integer no(k) such that if ( d k. .%'k) is a recovering 
pair of families of k-subsets of an n-set with n ~ no(k) then 

ldkiiP4kl,; (rT1) e~1 ) (2.1) 

Furthermore, equality holds if, and only if, (dk..%'k) is a quasi-disjoint pair with parameter 
f(n- 1)/21. 

Proof. Let (db .%'k) be a recovering pair of families of k-subsets of [n]. Define 

and set x = lXI, y = I Y I and z = IZ 1. In proving the theorem, we may assume that 
X u Y u Z = [n]. Furthermore, to prove the theorem, it suffices to show that if z ~ 2 and 
n is sufficiently large then we have strict inequality in (2.1). 

Assume then that z ~ 2 and 

Id k IIP4k I :;, ( r (n +kl )/21) ( r n'2l) :;, n2k I {22k(k !)2} + O(n2k-1 ). (2.2) 
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Our aim is to arrive at a contradiction. We shall count the elemeJ?-tS of d k according to 
their intersections with X and Z. Let 1 :( t :( k and let U be an (t- 1)-subset of Z and 
V a (k- t)-subset of X. We claim that at most 2t-l elements of dk contain U u V, such 
that its intersection with X is exactly V. Indeed, let U U V U { ai}, i = 1, ... , s be these 
elements. Obviously ai E Z, therefore for every ai there is a set Bi E f!Jk containing it. But 
then A1 \ B1, A2 \ B2, ... , As\ Bs are all subsets of U U V and they all contain V. Since 
they are all distinct, s :( 21u1 = 2t-l, as claimed. 

This implies that d k has at most 

( x ) ( z ) 2t-1 / t 
k-t t-1 

elements Ai meeting Z in t elements, since for every such Ai there are t choices for U 
and one for V, and every pair (U, V) gives at most 2t-l sets Ai. Therefore, 

(2.3) 

and, similarly, 

(2.3') 

In particular, 

and 

l.<!#kl ,;; G) + O(n'-1 
). 

By (2.2), these inequalities imply that x = n/2 + o(n), y = n/2 + o(n) and z = o(n). But 
then, if n is large enough, (2.3) and (2.3') give 

ldkl ,;; w + (k~l) +2z(k~2) = e:1) +o(n'-1
)< (x; 2

) (1-~), 

l.<!#kl ,;; m+ (k~l) +2z(k~2) = e: 1
) +o(n'-1

)= e; 1
) (l+o(l/n)). 

Hence, if n is sufficiently large, 

ld,ll.<!#kl < e:2) (y;l),;; (r(n+kl)/21) (rn~2l} 
where the second inequality holds since x + y :( n- 2. D 

3. A new graph invariant 

Let G be a simple graph with vertex set {1, 2, ... , m}. We say that a family of set systems 
(d1,d2, ... ,dm), di s;; 2[nl, forms a recovering family with respect to G, if(di,dj) is a 
recovering pair whenever {i,j} E E(G). 
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We are interested in the largest possible value of TI~ ldil for. recovering families with 
respect to G. We denote this maximum value by M(G, n) in the general case, and by 
Mk( G, n) in the k-uniform case, i.e., when all dis are k-uniform set systems. 

The (general) recovering number of graph G is the quantity 

RC(G) = limsup [M(G,n)]~. 
n---+oo 

For a fixed k, the k-uniform recovering number of G is the quantity 

1
. Mk(G, n) 

RCk(G) = 1msup (n)m 
n---+oo k 

In the case of RC( G) it is easy to verify that the limit exists as well, since we 
have M(G,2n) ~ M(G,n)2. The latter inequality follows from the observation that if 
( d 1, ... , d m) is a recovering family for G then so is ( d 1 l±J db ... , d m l±J d m), where for 
d,:Jl ~ 2[n] dl±J:Jl = {Ail±JBj ~ [2n]:Ai E d, Bj E :!4} with Ail±JBj ={a: 1::::;; a::::;; n, 
a E Ai} U { b : n + 1 ::::;; b ::::;; 2n, b - n E B j}. 

In the next section we show that RCk( G) is closely related to an already known graph 
functional, called graph entropy. 

4. Relation to graph entropy 

Graph entropy is an information theoretic functional on a graph and a probability 
distribution on its vertex set. It was introduced by Korner [5] as the solution of a problem 
in information theory. Its relevance in combinatorics was first realized more than a 
decade later, also by Korner [6]. Since then several new connections of graph entropy and 
classical combinatorial concepts have been found. These include, for example, connections 
with perfect graphs (see [2]), and even with sorting algorithms (see [4]). For a detailed 
treatment of the subject the interested reader is referred to the survey article [9]. 

There are at least three different but equivalent definitions of graph entropy. The one 
that will be most convenient for us appears first in [2]. It needs the concept of the vertex 
packing polytope. 

Let G be a graph with vertex set V = [m] = {1, ... , m}. The vertex packing polytope 
V P (G) c Rm of G is the convex hull of incidence vectors of its independent sets. 

Let G be a graph and P = (p1, ... , Pm) be a probability distrib11:tion on its vertex set, 
V(G) = {1, ... ,m}. The entropy of graph G with respect toP is given by 

m 1 
H(G,P) = min LPilog -. 

aEVP(G) i=l ai 

The connection with recovering numbers is the following. 

Theorem 4.1. If G is a graph on m vertices and Pu is the uniform distribution on its vertex 
set, then 

logRCk(G) = -H(G p ) 
km ' u 

for any fixed positive integer k. 
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Proof. Let us first assume that a= (a1, a2, ... , am) is the vector from the vertex packing 
polytope that achieves the minimum H(G, Pu ); that is, · 

( 

m 1 1) m 1 
-H(G, Pu) =- min ""'-log- = max ""'-log ai. 

aEVP(G) ~ m ai aEVP(G) ~ m 
!=l !=l 

Let ij be the incidence vector of the jth independent set Sj of G, and let a = L:~=l aj ij, 
where t is the number of distinct independent sets in G. Now let us choose pairwise 
disjoint subsets {D1,D2, ... ,Dt} of our n-element set [n] such that IDjl = LrxjnJ. (This 
is possible because .Z:::~=l a j ~ 1.) For a vertex v E V (G) we assign the union of those 
Djs for which v is contained in the jth independent set. Denote this by Yv. Note that 
IYvl = l:vEs.lDjl = (1 + o(1))av n. Let dv be the collection of all k-subsets of Yv. If u and 

1 

v are connected by an edge, then clearly Yu n Yv = 0, and this implies that the system 
{dv:v E V(G)} is a recovering family of size IT~ ldil =IT~ (ain(l:o(l))) with respect to G. 
This gives that 

. Mk(G,n) . IT~(a;n(l:o(l))) m 1 
hm sup log (n) m ~ hm sup log (n) m = km I: - log ai; 

n->oo k n-->00 k i=l m 

thus 
1 

km logRCk(G) ~ -H(G,Pu). 

In order to prove the reverse inequality, we assume that a recovering family { d v: v E 

V(G)} is given on the n-element underlying set [n]. Assume this family achieves the 
maximum Mk(G,n), where n is large enough, but fixed. Let Uv = Udv and Xv = 
Uv \ U{v,z}EE(G) Uz; furthermore let Xv = IXvl· 

We can bound the size of dv in the same way as in the proof of Theorem 2.1. Let 
{ w1, w2, ... , Wr} be the neighbours of v in G, and let zi = I Uv n U wJ Then we obtain 

Id, I~ (~) + ~ t (k ': 1) i-1 c: 1) /1 = (~) + O(nk-
1

). (4.1) 

Let Xv = av n; then by (4.1) we have that 

(4.2) 

We claim that the vector a= (a1, a2, ... , am) is in the vertex-packing polytope. Indeed, let 
Vi= {v: i E Xv}· It is clear that Vi is an independent set of G for every i E [n]. Furthermore, 
Xv = {i:v E Vi}; thus, if vi is the incidence vector of Vi, then I:iE[nJ ~vi= (aba2, ... ,am), 
i.e., a is in VP(G). 

Combining with ( 4.2), we obtain 

l Mk(G, n) 
og G)m 

( 

m ) m 1 
= log (1 + o(1)) n a~ = (1 + o(1))km ~;;,; logai ~ (1 + o(1))km(-H(G,Pu)), 
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which proves the inequality 

1 
km logRCk(G) :.S; -H(G,Pu), 

as required. D 

5. Bipartite graphs: exact solution for the uniform case 

The proof of Theorem 4.1 shows what an optimal k-uniform recovering family for G 

should more or less look like in the asymptotics. However, it does not give an exact 
construction for fixed n. In this section we give this for bipartite graphs. Many parts of 
our argument adapt respective parts of Korner and Marton's work [7] about the entropy 
of bipartite graphs. 

First we solve the problem for complete bipartite graphs. 

Lemma 5.1. Let G be a complete bipartite graph with colour classes K and L. Consider 

the quasi-disjoint pair (d opt, ~opt) for which ldiiKII~IILI is maximal. Then the recovering 

family (d 1, ... , diKI, ~1, ... , ~ILl) will be optimal for G ~f di = d opt for all i = 1, ... , IK I 
and ~j =~opt for all j = 1, ... , ILl. 

Proof. Fix an arbitrary recovering family for G and choose u E K and v E L for which 
lduiiKII~viiLI is maximal. Since G is a complete bipartite graph {u,v} E E(G), so the 
particular pair (du,~v) is a recovering pair. Now, changing all dis to du and all ~js to 
~v, we obtain a recovering family that cannot be worse than the original by the choice of 
u and v. 

The above shows that we may assume all dis and ~js to be the same. Then the problem 
is reduced to find the optimal recovering pair (d, ~) where the criterion for optimality 
is that ldiiKII~IILI is as large as possible. Showing that such an optimum is achieved by 
quasi-disjointness is similar to the proof of Theorem 2.1: there we had estimates on the 
size of our two set systems independently, so the exponents IK I and ILl do not invalidate 
them, and the argument can essentially be repeated. D 

We shall need the following easy observation later. Let G1 and G2 be two complete 
bipartite graphs with colour classes (K1, L1) and (K2, L2), respectively. For a fixed n let 
(X(1l,z(l), y(1l) and (X(2l,z(2l, y(2l) be the partitions corresponding to the optimal quasi­
disjoint pair for G1 and G2, respectively. Then IX(1)1 ~ IX(2)1 if and only if 111~/ ~ 111~ 11 • 

Let G be a bipartite graph with colour classes K and L. The shadow of a subset T of 
K is the set r( T) = {y E L : :Jx E T, { x, y} E E (G)}. Also, if G has no isolated vertices 
h 11 . .r: "[ ... jr(T)I ILl t en we ea 1t sa1 e 1, 10r any T s; K, we have ~ ~ TKT· 

The above definition is justified by the observation that changing the role of K and L 
does not alter the set of safe graphs defined. 

Now we show how to construct optimal k-uniform recovering families for safe bipartite 
graphs. Just as in [7], we will use the following theorem, called the Gale-Ryser theorem 
in [7]. (The same result appears in a slightly different form in [8], as Theorem 2.4.4.) 



Recovering Set Systems and Graph Entropy 487 

Theorem 5.2. Let G be a bipartite graph with colour classes K an_d L, and a nonnegative 
real-valued function f be given on V( G) satisfying l:xEK f(x) = l:yEL f(y ). Then there 
exists a nonnegative real-valued function g on E (G) satisfying 

L g(e) = f(u), 
uEe 

if and only if, for every T s; K, we have 

I:t(x) ~ I: J(y). 
xET yEr(T) 

Notice that, if f is constant on both K and L, then the condition above is equivalent 
to G being safe. 

Our key lemma is the following. 

Lemma 5.3. Let G be a bipartite graph with colour classes K and L, and assume G is 
safe. Let~= (dl, ... ,diKI,ggl, ... ,ggiLI) be a recoveringfamilyfor G with di,ggj s; 2[n] 

for some fixed n. Furthermore, let 

v(~) = max ldxiiKII,qgYIILI. 
xEK,yEL,{x,y}EE(G) 

niKI TIILI Then v(~) ~ i=l ldd j=l lggJ 

Proof. Consider the following linear programming problem: 
Maximize ex subject to the restrictions 

Ax ~ b, 

X ~ 0, 

where e = (1, ... ,1) and x are m(= IKI + ILI)-dimensional vectors, b = (logv(~), ... , 
log v(~)) is a vector of dimension f = lE( G) I, and A= (ai,j) is an m x jmatrix with entries 

ai,j = IKI if the ith edge is adjacent to vertex j and j E K, 
ai,j = ILl if the ith edge is adjacent to vertex j and j E L, and 

ai,j = 0 otherwise. 

The vector x represents the values (log Id 1l, ... , log ldiKII, log lgg1l, ... , log IBILII). 
It is easy to check that the statement of the lemma follows if we prove that the optimum 

value of the above linear program is log v(~). Observe that this value arises from a feasible 
solution. Indeed, let {x,y} E E(G) be the edge that gives the maximum in the definition of 

v(~). Then di = dx for all 1 ~ i ~ IKI and ggj = ggy for all1 ~ j ~ILl gives a feasible 
solution with value log v(~) for ex. 

To prove the statement it is enough to show that the same value arises from a feasible 
solution of the dual problem. The dual problem is as follows: 
Minimize yb subject to the constraints 

yA ~ e, 

y ~ 0. 
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We need a vector y = (Yb···,YIEI) satisfying yb = (y1logv(L\). + ··· + Y!Eilogv(L\)) 
log v(L\), i.e., Yl + · · · + YIEI = 1, while at the same time 

for a E K, and 

1 
ha= L Yi ~-

aEe;EE IKI 

1 
hb = L Yi ~-

bEe;EE ILl 
for bEL. Since, however, our graph is safe, the existence of such ay with equality for ha 
and hb is guaranteed by Theorem 5.2. 0 

The last lemma claims that, for safe bipartite graphs, we may assume that all dis and 
all &Jjs are the same in an optimal construction. 

Corollary 5.4. Let G be a safe bipartite graph and G' be the complete bipartite graph on the 

same vertex set with the same colour classes. Then, for any n, we have Mk(G,n) = Mk(G',n). 

Proof. By Lemma 5.3 an optimal recovering family for G can have the property that all 
set systems corresponding to the same colour class are the same. But, if so, then it does 
not matter if every edge between the two colour classes is present or not, so the optimum 
is the same as for G'. 0 

Since in the proof of Lemma 5.3 we did not use the assumption that our set systems 
are k-uniform, M(G, n) = M(G', n) also follows. 

For an arbitrary bipartite graph we use the same trick as Korner and Marton in [7]. We 
call the resulting construction safe construction. Let G be a bipartite graph with colour 
classes K and L. Consider the subset J s; K for which 

1
J[J)I is maximal. Let F1 be the 

graph induced by J u r(J), and G1 be the graph induced on V( G)- (J u r(J)). Observe 
that F1 is safe and also that, if G is safe, then F1 will be G itself, and we can stop. 
Otherwise, repeat the above for G1 creating F2 and G2, etc., until for some r we get an 
empty V(Gr). Then we have partitioned the vertex set of G into r disjoint parts and the 
induced subgraph on each part is safe. 

Let v be a vertex of Fi, say v E K. By Corollary 5.4 and Lemma 5.1 we know 
what d v would be in an optimal construction for Fi. It consists of all the k-subsets of 
X(i) U z(i) where X(i) U zCi) U y(i) is an appropriately chosen partition of our basic set. 
We have IZ(i) I = 1 and the sizes of the other two partition classes are determined by the 
sizes of the colour classes of Fi. However, we have the freedom to choose any partition 
satisfying the same requirements for these sizes. Now, by the remark after Lemma 5.1 

and our construction of the graphs Fi, we can choose these partitions in such a way 
that X(l) 2 XC2) 2 · · · 2 xCr). Choose the partitions X(i) U zCi) U y(i) this way and for 
V E K n V(Fi) let dv = (X(il~z{il), while for V EL n V(Fi) let flAv = (y(il~z{il). 



Recovering Set Systems and Graph Entropy 489 

Theorem 5.5. The safe construction gives an optimal recovering family for the bipartite 
graph G. 

Proof. First we have to show that the above construction yields a recovering family. 
Observe that by the choice of V(Fi) no u E V(Fi) n K is adjacent to any v E V(Fj) n L 
for j > i. Thus all edges join some x E V(Fi) n K with some y E V(Fj) n L where j :::;; i. 

. . . (x<iluz<il) (yUluzUl) . But for these vertices the constructiOn gives d x = k and f!8y = k with 
X(il n yUl ~ xw n yUl = 0 and IZ(i)l = IZUll = 1 ensuring that (dx,f!8y) is a recovering 
pair. 

All that is left is to show optimality. This follows simply from the fact that our 
construction is optimal for the subgraphs Fi by Corollary 5.4. But this gives an upper 
estimate for our graph G, since adding some more edges could in no way increase the 
optima~ value we look for. . D 

6. Some observations about the general case 

Now we look at the general problem where uniformity of our set systems is not assumed. 
Since this problem seems to be quite hard even for the graph consisting of only a single 
edge, we cannot expect it to be easy in general. Conjecture 1.1, however, suggests that a 
construction similar to the one we had in the uniform case may well he optimal in the 
asymptotic sense (cf the proof of Theorem 4.1). To make this statement more precise, 
partition our basic set [n] into IS(G)I classes {Fu }uES(G), where S(G) is the set of maximal 
independent sets of G. For vertex i E V( G) let Di = uiEUES(G) Fu and let di = 2D;, i.e., 
the collection of all subsets of Di. 

One readily sees that the sets Di and Dj are disjoint for all {i,j} E E(G) and thus 
the family { di} defined this way is a recovering family for G. A conjecture analogous 
to Conjecture 1.1 would be that the optimal construction of the above type is a global 
optimum. If this were so, then the problem of determining RC( G) would be equivalent 
to determine maxaEVP(G) 2:;:1 ai. This maximum is at least as large as a( G), the size of 
a largest independent set in G, and this bound is known to be sharp for perfect graphs. 
So, at least for perfect graphs we would have the answer this way. However, such a 
construction is not optimal: for G = K 3, the complete graph on three points, where the 
above maximum would give 2 as the value of RC( G), one can construct a better recovering 
family. This is shown in Theorem 6.2. 

The following easy lemma will be useful. Its proof is essentially already given in the 
remark at the end of Section 3. 

Lemma 6.1. For any graph G and any positive integer n 
1 

RC(G) ~ [M(G,n)]n. D 

This means that lower bounds for RC( G) may be proven by finite constructions. 

Theorem 6.2. RC(K3) ~ 27~ ~ 2.2795. 
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Proof. We give a construction for [n] = {1,2,3,4}. Let d 1 ~ ({1,2},{3,4},0), d 2 = 
({1,3},{2,4},0), and d 3 = ({1,4},{2,3},0). It is easy to check that this is a recovering 
family. By Lemma 6.1 this proves the statement. D 

The best upper bound we have for K 3 is the one that follows from Holzman and 
Korner's bound. 

Theorem 6.3. RC(K3) ~ (2.3264)1.5 ~ 3.5484. 

Proof. Consider a recovering family (d1,d2,d3) for K 3 and n. Since any pair (di,dJ) 
1 ~ i,j ~ 3 forms a recovering pair ld1l2 ldzl 2 ld3l2 ~ [M(Kz,n)] 3. This, together with 
Holzman and Korner's M(K2, n) ~ (2.3264)n from [3], implies the statement. D 

In fact, we are inclined to believe that the lower bound of Theorem 6.2 is the correct 
value. 

Constructions similar to that in Theorem 6.2 can be found for larger complete graphs 
too, but we have very little idea what the optimal construction looks like in general. 
This makes it even more annoying that even the simplest case of K 2 is unsolved. If 
Conjecture 1.1 is correct, then its proof would solve the general problem, at least for 
bipartite graphs, using Lemma 5.3 (cf the remark after Corollary 5.4) and an argument 
similar to the one described at the beginning of this section. 
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