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SOME REMARKS ON THE CONSTRUCTION OF OPTIMAL
CODES

By
G. 0. H. KATONA (Budapest) and M. A. LEE (El Paso)

Let X be a random variable taking on values x,, x,, . . ., x, with probabilities
P> Ps» - - - P, Tespectively. Suppose C is a decodable binary code which assigns to
x; a word of length /;. There is a well-known procedure due to Huffman for construct-
ing such a code C which minimizes

ic = Z pili s
i=1

the average code word length. The procedure, however, does not lend itself to an
explicit formulation of such a code even in some very special cases, for example
the case where p; = p, = ... = p, = 1/n. It is the object of this paper to prove a
few theorems which do provide such a formula under suitable, but rather simple,
restrictions on the probabilities p;. Theorems 1 and 2 deal with general binary codes
and Theorem 3 concerns itself with alphabetic codes.

THEOREM 1. Suppose that p, = p, = ...= p, and that
Pnt+ kpuy > D1
Jor some positive integer k. Then for an optimal instantaneous code
I, -h=k,
i.e. the number of different code word lengths is at most k + 1.

Proor. Let C be an optimal instantaneous code and suppose that [, — /; > k.
Since C is optimal there exist two code words of length /, which agree in all positions
except the last. We may further assume that these are the words associated with
X,—1 and x,. Thus suppose the code words of these two variables are a0 and al
where a is some sequence of 0’s and 1’s. Let b be the code word of x;.

We construct now a new code C’ as follows. For i # 1, n — 1, n let the code
word associated with x; in C’ be the same as in C. For x,, x,_1, x, let the assignment
be as follows.

X = b0, x,_,—>0bl, x,—a.
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One now has

'if‘ T lfi."' = pl’l 2 pn--l’n + pu"n - pl{]i i I} = pn—l(xl HE ]) - Pn('{n o 1) =
= = o Pk Pn—'l”n == l;Il = 1)
We have assumed that /, — I, > k. Therefore

le —leo 2 —py + p, + kp

o

Since p, + kp,_, > p, the right hand side of this inequality is positive contradicting
the optimality of C. This finishes the proof.

THEOREM 2. Suppose p, 2 p, = ... = p, and that

Pu + Pn-1> P -
Then for an optimal code C

le = {logm} ~ ¥ p

i=1
where {x} denotes the least integer greater than or equal to x and s = 298" — p.

Prcor. Let [ be the maximum of the code word lengths for C. We may assume
that C is instantaneous. Thus by Theorem 1 / — 1 is the only other possible code
word length. Let 5 (0 < s < n) be the number of words of length / — 1.

If a0 is any code word of length / then @l must also appear as a code word ;
otherwise we could decrease the average code word length by replacing a0 by a.
On the other hand if b is an arbitrary sequence of 0’s and 1's of length / — 1 then
either b is a code word of C or both 50 and b1 are code words of C. For example,
if b0 is a code word then by the preceding argument b1 must also be a code word.
If neither 0 nor bl is a code word then 5 must be a code word for otherwise one
could decrease the average code word length by reassigning to some variable with
code word length / the word b. 1t follows that

I =21 or n+4+s=2.

On the other hand 2'~' < n < 2" Thus / = {log n}. One now has for the average
code word length

‘EC: Z[’iff: IZP:JU— 1) + [ E Pi]!= l— pr = {logn} — ZP;-
i=1 i=1 i=s+1 =1 i=1

This completes the proof of the theorem.
REMARK 1. We point out that the proof of Theorem 2 actually provides a method
of constructing explicitly the optimal code.
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REMARK 2. The results for the special case p, = p, = ... = p, = l/n were
discovered independently by SAnpELIUs [1] and SoBeL [2]. Other special cases of
Theorem 2 are also discussed by SopeL [2].

A code is alphabetic if the words assigned to xj, x., . . ., X, are in lexicographic
order. In contrast to the general situation where one has the Huffman algorithm
there are no efficient algorithms for determining optimal alphabetic codes. There are
algorithms leading to good alphabetic codes ([3]. [4], [5]).

Under certain assumptions on the probabilities one can obtain results analo-
gous to those of Theorem 2. In particular we prove the following

THEOREM 3. Suppose

pi+ pioay > max {p;} for i=1,2,...,n— 1.
l=j=n
Then in an optimal alphabetic code there can be at most two code word lengths, {log n}
and {logn} — 1. The number of words of length {logn} — 1 is s = 2U¢" — p
and they are associated with the variables x;,x;., ..., X; where iy < i, < ... <l
:

are chosen such that iy, — i, is odd (1 £k < s) and Y. p,, is maximal with respect
k-1
to this restriction on the indices.

PrOOE. Let C be an optimal instantancous alphabetic code and let / be the maxi-
mum of the code word lengths. It is easy to see that the words of length / must occur
in pairs of the form a0, al. On the other hand since the code is alphabetic these
pairs must correspond to consecutive variables x;, x;y,.

Now suppose that there exist more than two code word lengths. Then there
exist indices 7, j such that

<l —1

and I, = I. Let I be the set of indices such that /; = [,,, = [ and let J be the set
of indices j which satisfy the above inequality for some i € /. Choose i €/ and j€ J
such that min {|i — j|,|i + 1 —j|} is minimal. Then /, =/ — 1 for k =i + 2,
i+3,....j—1lifi<j(andfork =j+ 1,j+2,...,i— 1ifi > j). We construct
now a new alphabetic code C’ as follows. Let a0, al, b;;s, b1, .. ., b;_y, ¢ be the
code words of C assigned to x;, X;41, - . -, X; respectively if i <j (¢, 0j41, 6510, .. -,
b;_1, a0, al the words assigned t0 X;, X;41, . . ., X;4; if i > j). The code words of C’
assigned to Xy, Xjy1,. .. X; Will be a, b4, b1, .- ., b3, €0, ¢l in that order if
i< j(c0,cl, by, ..., by, aif i > j). The words of C’ assigned to the other XS
are to be the same as the words of C. It is easy to check that C’ is instantaneous and
alphabetic. One has

Ic — Ic = p; + pp+pa{l—1-(0+ D} —p;.

By assumption p; + p;; — p; > 0. On the other hand /— 1 >/, and hence
I —1—(+1)>0. It follows then that /o — /.. is positive which contradicts
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the optimality of C. This establishes the fact that there are at most two code word
lengths.

Arguing now as in the proof of Theorem 2 one can show that these two code
word lengths must be {log n} and {log n} — 1 and that there are exactly s = 20" _p
words of length {logn} — 1. It follows that I is given by

I—C = {logn} — Z Pix
k=1

where i, < i, < ... < i, aretheindices such that the word of x;, is of length {log n} —
— 1. Since the words of length {log n} occur in consecutive pairs it is clear that

Ix+1 — I is odd (1 £k < 5). On the other hand for /, to be a minimum Y b
k=1
must be a maximum. This completes the proof of the theorem.

Note. Remark 1 applies also to Theorem 3.
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