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Abstract
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1 Introduction

Let [n] = {1, 2, . . . , n} be our underlying set and let
(
[n]
k

)
denote the family of

all k-element subsets of [n]. Suppose n > k > ` ≥ 1. Consider the bipartite

graph G =
((

[n]
k

)
,
(
[n]
`

)
;E
)

where the vertices A ∈
(
[n]
k

)
and B ∈

(
[n]
`

)
are

adjacent iff A ⊃ B. This graph will be denoted by Gk,`. The family
(
[n]
k

)
is

often called the kth level of the n-cube. Then it is not much misleading to
call Gk,` as the graph defined by the kth and `th level.

We say that a vertex v dominates the vertex u in a graph G(V,E) if either
u = v or {u, v} ∈ E. A subset D of V is dominating the graph if every vertex
u ∈ V is dominated by at least one element v of D. The domination number
γ(G) of a graph G is the smallest possible size of a dominating set. The goal
of the present paper is to study γ(Gk,`) for some small values of k and `.

In Section 2 we will determine the exact value of γ(Gk,1).

Theorem 1 γ(Gk,1) = n− k + 1 holds for k ≥ 2.

It seems to be much more difficult to determine γ(Gk,2). We have the
following conjecture of asymptotical nature.

Conjecture 1 γ(Gk,2) = k+3
2(k−1)(k+1)

n2 + o(n2) holds for k ≥ 3.

Unfortunately we are able to prove only a slightly weaker lower bound
for general k.

Theorem 2 γ(Gk,2) ≥ k2+k−4
2(k−1)2kn

2 + o(n2) holds for k ≥ 4.

This theorem will be proved in Section 3.

Remark 1 Observe that the difference of the coefficients in Conjecture 1
and Theorem 2 is really tiny:

2

(k − 1)2k(k + 1)

which tends to 0 by k very fast.

For k = 3 the constants in Conjecture 1 and Theorem 2 are 3
8

and 1
3
,

respectively. We can slightly improve the latter one, see Section 4.
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Theorem 3 γ(G3,2) ≥ 7
20
n2 + o(n2).

Section 5 contains some upper estimates on γ(Gk,2).

Theorem 4 γ(G3,2) ≤ 3
8
n2 − 3

4
n− 1

8
.

Theorem 5 γ(G4,2) ≤ 7
30
n2 + o(n2).

These two constructions meet the respective constants in Conjecture 1,
however for general k, unfortunately, we have only a weak construction.

Theorem 6 γ(Gk,2) ≤ k+1
2(k−1)2n

2 + o(n2) holds for k ≥ 3.

2 The easy case: ` = 1.

Proof of Theorem 1. Let us start with a construction. Choose one k-
element set K and all elements of [n] −K and consider them as vertices of
Gk,1. It is easy to see that this is a dominating set in this graph, therefore
we have

γ(Gk,1) ≤ n− k + 1.

In order to prove the opposite direction, we have to verify that every
dominating set in Gk,1 has at least n− k+ 1 vertices. Suppose that a family
K of k-element sets and the set R ⊂ [n] form a dominating set in Gk,1. We
have to prove

|K|+ |R| ≥ n− k + 1. (1)

The pair (K, R) is a dominating set if and only if the following two con-
ditions hold.

If L ∈
(

[n]

k

)
, L 6∈ K then L ∩R 6= ∅. (i)

If i ∈ [n]−R then there is a K ∈ K such that i ∈ K. (ii)

If |R| ≥ n−k+1 we are done. Therefore we can suppose that |R| = n−k− t
where t ≥ 0. By (i) every set L ∈

(
[n]−R
k

)
must be in K. Hence we have

|K| ≥
(
k+t
k

)
=
(
k+t
t

)
≥
(
1+t
t

)
= t+1 and |K|+|R| ≥ t+1+n−k−t = n−k+1

as desired in (1). �
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3 Asymptotic lower bound on γ(Gk,2)

The proof will be based on a stronger version of the Turán theorem. For sake
of completeness let us start with formulating the original theorem of Turán.
Let T (n, s) denote the following graph. Partition the set [n] into s almost
equal (differences of the sizes are at most one) parts: V = V1 ∪ V2 ∪ . . .∪ Vs.
Two vertices are adjacent if and only if they are in distinct Vi’s. The number
of edges of T (n, s) is denoted by t(n, s).

Theorem 7 [7] If the graph with n vertices contains no complete graph Kk

as a subgraph then the number of edges cannot exceed t(n, k−1) and one can
have equality only for T (n, k − 1).

If one more edge is added to T (n, k − 1) then it creates asymptotically(
n
k−1

)k−2
copies of Kk. It is natural to guess that if m new edges are added

then m
(

n
k−1

)k−2
copies of Kk are obtained, if m is not too large. The quantity

t(n, k−1) is asymptotically equal to
(
n
2

) (
1− 1

k−1

)
. Let m also be given in an

asymptotic form m = cn. Our above guess can be formulated in the following
statement that can be easily obtained from Theorem 4 (see also Theorem 1)
of a paper of Lovász and Simonovits.

Corollary 1 ( of a theorem of Lovász, Simonovits, [5]). If the graph G =
(V,E) has n vertices and at least

|E| =
(
n

2

)(
1− 1

k − 1

)
+ cn

where c < 1
k−1 then G contains at least

c
nk−1

(k − 1)k−2
+ o(nk−1)

copies of Kk.

This corollary will actually be used for the complementing graph, as fol-
lows.

Corollary 2 If the graph G = (V,E) has n vertices and at most

|E| =
(
n

2

)
1

k − 1
− cn
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where c < 1
k−1 then G contains at least

c
nk−1

(k − 1)k−2
+ o(nk−1)

“empty” copies of Kk.

Proof of Theorem 2. Consider a pair (K, E) where K is a family of
k-element subsets of [n] and E ⊂ [n] is a set of pairs {i, j}(i, j ∈ [n]) (edges
of the graph G = ([n], E)). Such a pair (K, E) is a dominating set if and
only if the following two conditions hold.

If L ∈
(

[n]

k

)
, L 6∈ K then L includes an element of E. (iii)

If {i, j} 6∈ E then there is a K ∈ K such that {i, j} ⊂ K. (iv)

We need to prove

|K|+ |E| ≥ k2 + k − 4

2(k − 1)2k
n2 + o(n2). (2)

If |K| ≥ k2+k−4
2(k−1)2kn

2, we are done. Thus

|K| ≤ k2 + k − 4

2(k − 1)2k
n2 (3)

can be supposed. Almost all k-element sets L satisfy (iii), the edges in
E must “clinch” them with the exception of the members of K, therefore
the number of empty k-element sets in the graph defined by E is at most
k2+k−4
2(k−1)2kn

2 by (3). Here the inequality

k2 + k − 4

2(k − 1)2k
n2 <

k2 + k − 4

2(k − 1)2k
· nk−1

(k − 1)k−2
(4)

holds for k ≥ 4 if n is large enough. Hence we know that there are less than

k2 + k − 4

2(k − 1)2k
· nk−1

(k − 1)k−2
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empty Kk in the graph G. Corollary 2 can be applied with

c =
k2 + k − 4

2(k − 1)2k
<

1

k − 1
.

The number of edges of G must be more than
(
n
2

)
1

k−1 − cn that is

|E| >
(
n

2

)
1

k − 1
− k2 + k − 4

2(k − 1)2k
n. (5)

By (iv) every pair {i, j}(1 ≤ i, j ≤ n) is either an edge of G or is covered by
a member of K. One member can cover

(
k
2

)
pairs. Hence we have(

k

2

)
|K|+ |E| ≥

(
n

2

)
.

In other words

|K|+ |E|(
k
2

) ≥ (n2)(
k
2

) . (6)

Add the suitable multiple of (5) to (6):

|K|+ |E| = |K|+ |E|(
k
2

) + |E|
(
k
2

)
− 1(
k
2

) ≥

(
n

2

)(
1(
k
2

) +

(
k
2

)
− 1(

k
2

)
(k − 1)

)
+ o(n2) =

(
n

2

)
k2 + k − 4

2(k − 1)2k
+ o(n2),

proving (2) and the theorem. �

4 Asymptotic lower bound on γ(G3,2)

The ideas of the previous proof will be followed, but we have to make some
refinements at two places and have to use a celebrated theorem of Ruzsa and
Szemerédi.

Theorem 8 [6] Let H ⊂
(
[n]
3

)
and suppose that it does not contain a three-

member subfamily spanned by 6 elements of [n]. Then |H| = o(n2).
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Proof of Theorem 3. We need to prove

|H|+ |E| ≥ 7

20
n2 + o(n2) (7)

where H ⊂
(
[n]
3

)
and E ⊂

(
[n]
2

)
satisfy the following conditions.

If L ∈
(

[n]

3

)
, L 6∈ H then L includes an element of E. (v)

If {i, j} 6∈ E then there is an H ∈ H such that {i, j} ⊂ H. (vi)

Observe first that (4) does not hold here since k − 1 = 2 in this case.
Therefore we have to find another way to prove a statement similar to (5).
Two cases will be distinguished.

If |H| ≤
(
1
4
− ε
)
n2 (ε > 0) then Corollary 2 can be used with c = 1

2
− 2ε,

as before:

|E| >
(
n

2

)
1

2
−
(

1

2
− 2ε

)
n. (8)

Suppose now

|H| >
(

1

4
− ε
)
n2 (ε > 0). (9)

In this case we cannot prove a good lower estimate on |E|, like (8), but we
can directly prove (7). Condition (v) implies

(n− 2)|E|+ |H| ≥
(
n

3

)
since every 3-element set is either in H or can be obtained from an element
of E adding one element of [n]− E.

This and |H| < 7
20
n2 + o(n2) result in

|E| ≥ n2

6
+ o(n2). (10)

(10) and (9) lead to |E|+ |H| ≥
(
1
6

+ 1
4
− ε
)
n2+o(n2) which is stronger than

(7). Inequality (8) can really be supposed.
We know 3|H|+ |E| ≥

(
n
2

)
from (vi), but we will use an improved version.

H will be partitioned into 3 parts. If A,B ∈ H satisfy |A ∩ B| = 2 then we
call them two-intersecting. Let H2 consist of those members of H which are

7



two-intersecting with another member. Define H1 as the set of members of
H which are not two-intersecting with any other member, but one of its two
element subsets is in E. Finally let H0 be the family of all other members
of H, that is the members which are not two-intersecting with any other
member, and contain no element of E as a subset.

H = H0 ∪H1 ∪H2 (11)

is obvious. Now we will show some properties of these subfamilies. Define
the shadow of H2 as σ(H2) = {{i, j} : i 6= j, {i, j} ⊂ H for some H ∈ H2}.

Lemma 1

|σ(H2)| ≤
5

2
|H2|. (12)

Proof. We will count the number of pairs (H, f) where H ∈ H2, f ∈
σ(H2), f ⊂ H, in two different ways. Let d(f) denote the number of members
H of H2 satisfying f ⊂ H.

3|H2| =
∑

f∈σ(H2)

d(f). (13)

Denote the number of f ’s (f ∈ σ(H2)) with d(f) = 1, that is the number of
elements of σ(H2) which are contained in exactly one member H ∈ H, by s.
Each H has one two-element subset f which is covered by another one too,
that is d(f) ≥ 2 holds. Therefore each H can create at most two f ’s with
d(f) = 1:

s ≤ 2|H2|. (14)

Then the right hand side of (13) can be lower-bounded in the following way:∑
f∈σ(H2)

d(f) ≥ s+ 2(|σ(H2)| − s) = 2|σ(H2)| − s. (15)

Combining (13), (14) and (15) we obtain

2|σ(H2)| − 3|H2| ≤ 2|H2|,

proving the statement. �

Lemma 2 |H0| = o(n2).
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Proof. Theorem 8 will be used. Choose 6 elements of [n], say the set
{1, 2, 3, 4, 5, 6} and the members of H0 spanned by them. If two of them
are vertex-disjoint then there is no third one, since the members of H0 do
not share two-element sets. Therefore any two of them have one element in
common. If {1, 2, 3, 4, 5, 6} spans 3 members then their system must be iso-
morphic with {{1, 2, 3}, {2, 4, 5}, {3, 5, 6}}. Here {2, 3, 5} 6∈ H0 consequently,
by (v) one of its two-element subsets , say {2, 3} is in E. However this is a
subset of {1, 2, 3}. This contradiction shows that the conditions of Theorem
8 are satisfied. �

Now, it is easy to finish the proof of the theorem using (vi). The members
of H2 cover exactly |σ(H2)| two-element subsets. A member of H1 covers at
most two from the set

(
[n]
2

)
− E. Finally a member of H0 can cover at most

3 two-element subsets. (v) gives

3|H0|+ 2|H1|+ |σ(H2)|+ |E| ≥
(
n

2

)
.

By Lemma 1 we obtain

5

2
|H0|+ 2|H1|+

5

2
|H2|+ |E| ≥

(
n

2

)
− 1

2
|H0|.

(11) and Lemma 2 lead to 5
2
|H|+ |E| ≥

(
n
2

)
− o(n2) that is

|H|+ 2

5
|E| ≥ 2

5

(
n

2

)
− o(n2).

Add 3
5

times (8) to obtain the statement of the theorem. �

5 Upper estimates: constructions

Proof of Theorem 4. We will show the construction only for the case
when n is divisible by 4. The dominating set will consist of a set E of two-
element subsets and a family H of three-element subsets satisfying (v) and
(vi). Take a partition X1∪X2 = [n] of equal sizes. Choose a perfect matching
M = {e1, e2, . . . , en

4
} in the complete graph defined by X1. Define E as the

set of all pairs within one part, that is, it is the union of two complete graphs
of sizes n

2
minus M . Let H consist of all three-element sets of the form

ei ∪ {y} where 1 ≤ i ≤ n
4
, y ∈ X2. It is easy to see that this pair (H, E)
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satisfies conditions (v) and (vi), therefore they form a dominating set. On
the other hand the total number of elements is

2

(
n
2

2

)
− n

4
+
n

4
· n

2
=

3n2 − 6n

8
.

The same construction gives a somewhat different result for n’s not divisible
by 4. If the remainder is, 1, 2, 3, then 3

8
, 0 and −1

8
, respectively are added

to the formula above. �

Conjecture 2 We believe that these constructions give the exact values of
γ(G3,2).

In order to give the construction for the general case we need a new
concept and a related result from the literature. Consider a partition X =
X1∪X2∪ . . .∪Xs of our underlying set where |Xi| = r holds for all 1 ≤ i ≤ s.
A family T (s, r) of subsets of X is called a transversal design if

|T ∩Xi| = 1 holds for all T ∈ T (s, r) and 1 ≤ i ≤ s (vii)

and

for every pair u ∈ Xi, v ∈ Xj(i 6= j) there is a unique member T ∈ T (s, r)

such that u, v ∈ T. (viii)

It is easy to see that |T (s, r)| = r2.

Theorem 9 (see Hanani [4] ) If r is a prime power, s is a positive integer
then there is a transversal design T (s, r).

Proof of Theorem 6. Suppose that n is divisible by k− 1 and n
k−1 is a

prime power. Consider the partition [n] = X1 ∪X2 ∪ . . .∪Xk−1. Then let E
consist of all pairs within one Xi (that is E is a union of k−1 vertex-disjoint
complete graphs of size n

k−1). Define K in the following way: add an arbitrary
element a 6∈ T of [n] to each T ∈ T (k − 1, n

k−1).
Now condition (iii) obviously holds. By the definition of the transversal

design (iv) also holds if T (k−1, n
k−1) is taken instead of K. But the members

of T (k − 1, n
k−1) have k − 1 elements, this is why we added an element to

each member of T (k − 1, n
k−1) to obtain K.

Here |E| = 1
2(k−1)n

2 + o(n2) and |K| =
(

n
k−1

)2
and these imply the state-

ment of the theorem for the n’s satisfying the conditions above.
In order to prove the statement for other n’s the following theorem will

be used.
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Theorem 10 [1] If n > n0 then there is a prime number between n and
n0.525.

Let p(n) denote the largest prime number ≤ n
k−1 . The theorem above

implies that

(1− ε) n

k − 1
≤ p(n) ≤ n

k − 1
(16)

holds for every ε > 0 if n is large enough. (Of course this latter statement
is much weaker than Theorem 10 and can be deduced from the prime num-
ber theorem, but we wanted to show the strongest existing result in this
direction.) We actually need the following consequence of (16).

0 ≤ n− p(n)(k − 1) ≤ εn. (17)

The construction for [n] is based on the construction for [p(n)(k − 1)].
Let K and E be the family of k-element subsets and pairs, respectively,
constructed for [p(n)(k − 1)] in the first part of the proof. They satisfy (iii)
and (iv) on [p(n)(k − 1)] and their total number is

k + 1

2(k − 1)2
p2(n)(k − 1)2 + o(p2(n)). (18)

Add all the pairs containing at least one element from [p(n)(k−1)+1, . . . , n].
This set of pairs is denoted by E1. It is easy to see that K and E∪E1 satisfy
both conditions (iii) and (iv) on [n]. Using (17) and (18) we obtain

|K|+ |E|+ |E1| =
k + 1

2(k − 1)2
p2(n)(k − 1)2 + o(p2(n))+

p(n)(k − 1) (n− p(n)(k − 1)) +

(
n− p(n)(k − 1)

2

)
≤

k + 1

2(k − 1)2
n2 + o(n2) + p(n)(k − 1)εn+

1

2
(εn)2 ≤

k + 1

2(k − 1)2
n2 + o(n2) +

(
ε+

1

2
ε2
)
n2.

Since this inequality is valid for all ε > 0, the desired inequality is obtained,
the theorem is proved for all n. �

Now we show our plan, how find constructions meeting the constants in
Conjecture 1. Consider a partition X = X1∪X2∪ . . .∪Xs of our underlying
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set where |Xi| = r holds for all 1 ≤ i ≤ s. A family T +1(s, r) of subsets of
X is called a +1-transversal design if

|T ∩X`| = 2 but |T ∩Xi| = 1 holds for all T ∈ T +1(s, r) and i ∈ [s], i 6= `
(ix)

and

for every pair u ∈ Xi, v ∈ Xj(i 6= j) there is a unique member T ∈ T +1(s, r)

such that u, v ∈ T. (x)

Unlike in the case of a transversal design, where |T | = s holds for the members
of T , here their sizes are |T | = s+ 1 in T +1(s, r).

Now we show how to “blow up” a +1-transversal design, that is having
one, how to make bigger ones from it. Let T +1(s, r) a +1-transversal design
on the partition Xi(1 ≤ i ≤ s). Suppose that q is a prime power and we will
create a larger +1-transversal design T +1(s, qr) on the partition Z1 ∪ Z2 ∪
. . . ∪ Zs where Zi is divided into parts Zi = X1

i ∪X2
i ∪ . . . ∪X

q
i .

Suppose that T (s, q) is a transversal design on the partition Y1 ∪ Y2 ∪
. . . ∪ Ys where Yi = {yi,1, yi,2, . . . yi,q}. Define the combination T +1(s, r) V
T (s, q) of T +1(s, r) and T (s, q) in the following way. Suppose that T =
{y1,j1 , y2,j2 , . . . , ys,js} ∈ T (s, q). Define S(T ) as the family isomorphic to
T +1(s, r) on the partition Xj1

1 ∪X
j2
2 ∪ . . . ∪Xjs

s . Then

T +1(s, r)V T (s, q) = {S(T ) : T ∈ T (s, q)}.

Lemma 3 T +1(s, r) V T (s, q) is a +1-transversal design on the partition
Z1 ∪ Z2 ∪ . . . Zs.

�

Proposition 1 If there is an r such that T +1(k − 1, r) exists then

γ(Gk,2) ≤
k + 3

2(k − 1)(k + 1)
n2 + o(n2) holds for k ≥ 4.

meeting the constant of Conjecture 1.
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Proof. By Lemma 3 there is a +1-transversal T +1(k − 1, qr) for every
prime power q. Choose n to be (k − 1)qr. Let E be the union of k − 1
complete graphs on the vertex sets X1, . . . , Xk−1, |Xi| = qr, respectively. On
the other hand let K = T +1(k− 1, qr). It is easy to see that the pair E,K is
a dominating set in the graph Gk,2. Here

|E| = (k − 1)

(
n
k−1
2

)
. (19)

The total number of pairs not in E is(
k − 1

2

)(
n

k − 1

)2

=
k − 2

2(k − 1)
n2.

One member of K covers exactly
(
k
2

)
− 1 such edges. Hence the size of K is

k−2
2(k−1)(
k
2

)
− 1

n2. (20)

Adding (19) and (20) the statement of the proposition is obtained. �
Proof of Theorem 5. In view of Proposition 1 we only have to give

one “small” +1-transversal. Namely a T +1(3, 5) will be given below. Let
X1 = {a0, a1, a2, a3, a4}, X2 = {b0, b1, b2, b3, b4}, X3 = {c0, c1, c2, c3, c4}. The
member {a0, a1, b0, c0} will be illustrated by (01, 0, 0). Using this notation
the members will be

(01, 0, 0), (3, 01, 4), (4, 0, 12)

and all cyclic shifts of these vectors mod 5. By inspection it is easy to
see that these 15 subsets form a T +1(3, 5). Actually one can see that the
three 4-element sets cover every “distance” mod 5 between any two distinct
Xi(1 ≤ 3), therefore the cyclic shift will cover every pair (between two X’s)
exactly once. �

Some related work. Balázs Patkós called our attention to the following
results which are closely related but use different terminology.

A subset DI of V is called an independent dominating set in a graph
G = (V,E) if it is dominating, and additionally, no two elements of DI

are adjacent. The independent domination number γI(G) of G is the smallest
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possible size of an independent dominating set. The inequality γ(G) ≤ γI(G)
is obvious. The independent domination number of Gk,` was considered in [3].
An independent dominating set here is a family of k and `-element subsets
of [n] where (a) no member is a proper subset of another one (called Sperner
family in the related literature) and (b) it is maximal for this property. The
authors in [3] exactly determined γI(G3,2). Their construction coincides with

our construction in the proof of Theorem 4. Denote it by G ⊂
(
[n]
2

)
∪
(
[n]
3

)
.

[2] contains a related ”stability” result. It is proved that if F is a nearly
optimal family of two- and three-element subsets of [n] that is F ⊂

(
[n]
2

)
∪
(
[n]
3

)
of size |F| = 3

8
n2 − o(n2) satisfying (a) and (b) then it must be similar to G

in the following sense:
|F4G| = o(n2)

where 4 denotes the symmetric difference.
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