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#### Abstract

The following problem motivated by investigation of databases is studied. Let $\mathcal{C}$ be a $q$-ary code of length $n$ with the properties that $\mathcal{C}$ has minimum distance at least $n-k+1$, and for any set of $k-1$ coordinates there exist two codewords that agree exactly there. Let $f(q, k)$ be the maximum $n$ for which such a code exists. $f(q, k)$ is bounded by linear functions of $k$ and $q$, and the exact values for special $k$ and $q$ are determined. MSC: 05D99, 94B65, 94B25, 68P15 Keywords: Error correcting codes • database •functional dependency • key dependency • extremal problems of codes © Versita Warsaw and Springer-Verlag Berlin Heidelberg.


## 1. Introduction

Arguably, the most important database constraint is the collection of functional dependencies that instances of a relational schema satisfy, in particular the key dependencies. Let $X, Y$ be two sets of attributes, a database instance satisfies the functional dependency $X \rightarrow Y$, if whenever two records agree in the attributes of $X$, then they also agree in the attributes of $Y$. If $R$ denotes the whole set of attributes, then $K \subseteq R$ is a key, if the functional dependency $K \rightarrow R$ holds. In what follows, we use the terminology of the book [1], with the restriction that only single relational schema is considered. Then a database instance can be viewed as a matrix, whose columns correspond to the attributes and rows to the individual records. Then a functional dependency $X \rightarrow Y$ is satisfied if and only if there exist no two rows of the database matrix that agree in columns of $X$ but differ in some column of $Y$.
It is interesting from the point of view of schema design that given a collection $\Sigma$ of functional dependencies, what other dependencies hold in a database instance that satisfies $\Sigma$. A way of solving this problem is the construction of

[^0]an Armstrong instance for $\Sigma$, that is, a database instance that satisfies a functional dependency $X \rightarrow Y$ if and only if $\Sigma \models X \rightarrow Y$. Silva and Melkanoff [17] developed a design aid that for a collection of functional and multivalued dependencies as input presents an Armstrong instance for that set. The existence of Armstrong instance for a set of functional dependencies was proved by Armstrong [2] and Demetrovics [3]. Later, Fagin [10] gave a necessary and sufficient condition for general dependencies.
Further investigations concentrated on the minimum size of an Armstrong instance, since it is a good measure of the complexity of the collection of dependencies or system of minimal keys in question [4-9, 11].
All papers cited above assumed that the domain of each attribute is unbounded, countably infinite. However, in the study of Higher Order Datamodel [ $12,14-16]$ the question of bounded domains arises naturally. In fact, if a minimal key system contains only counter attributes, then the possible number of tuples in an Armstrong instance is bounded from above. Another reason to consider bounded domains comes from real life databases. In many cases the domain of an attribute is a well defined finite set, for example in car rental, the class of cars can take values from the set \{subcompact, compact, mid-size, full-size, SUV, sportscar, van\}. Same kind of finiteness may occur in case of job assignments, schedules, etc. It is natural to ask what can be said about Armstrong instances if attribute $A_{i}$ has a domain of size $\ell_{i}$. The main question investigated in this paper was introduced in [16]. Let $\mathcal{K}_{n}^{k}$ denote the collection of all $k$-subsets of an $n$-element attribute set $R$.

## Definition 1.1.

Let $q>1$ and $k>1$ be given natural numbers. Let $f(q, k)$ be the maximum such $n$ that there exists an Armstrong instance using at most $q$ symbols, for $\mathcal{K}_{n}^{k}$ being the system of minimal keys.

It is clear that for a meaningful Armstrong instance we need at least two distinct symbols, so $q>1$ is necessary. On the other hand the minimal Armstrong instance for $\mathcal{K}_{n}^{1}$ uses only two symbols for arbitrary $n$ [6], hence $f(q, k)$ is well defined only for $k>1$.

## Definition 1.2.

Let $\mathcal{K}$ be a Sperner system of minimal keys.

$$
\mathcal{K}^{-1}=\{A \subset \mathbf{R}: \nexists K \in \mathcal{K} \text { such that } K \subseteq A \text { and } A \text { is maximal with respect to this }\}
$$

is the collection of maximal antikeys corresponding to $\mathcal{K}$.

The following basic fact is known [6].

## Proposition 1.1.

A is an Armstrong instance for $\mathcal{K}$ if and only if the following two properties hold:
$(K)$ there exist no two rows of A that agree in all positions for any $K \in \mathcal{K}$ and
(A) for every $A \in \mathcal{K}^{-1}$ there exist two rows of A that agree in all positions of $A$.

It is helpful to view an Armstrong instance for $\mathcal{K}_{n}^{k}$ as minimal key system using $q$ symbols as a $q$-ary code $\mathcal{C}$ of length $n$, where codewords are the tuples, or rows of the instance. Using $\left(\mathcal{K}_{n}^{k}\right)^{-1}=\mathcal{K}_{n}^{k-1}$ we obtain

- $\mathcal{C}$ has minimum distance at least $n-k+1$ by (K).
- For any set of $k-1$ coordinates there exist two codewords that agree exactly there by (A).

A $k-1$-set of coordinates can be considered as a direction, so in $\mathcal{C}$ the minimum distance is attained in all directions. We give lower bounds for $f(q, k)$ in Section 2, while upper bounds are presented in Section 3. In particular, it is shown in Section 3 that Definition 1.1 is meaningful.

## 2. Lower bounds

For lower bounds we need constructions, and we work greedily. That is pick a pair of codewords for a given $k-1$ subset of positions such that they agree exactly at that $k-1$ positions. Then rule out the balls of radii $n-k$ around the two codewords. If enough codewords are left, then we can pick a pair for the next $k-1$ subset of positions, etc. In order to complete the plan above we need the following lemma.

## Lemma 2.1.

Let $\mathcal{Q}$ be the set of $q^{n} q$-ary codewords of length $n$, furthermore let $K$ be a $k-1$-subset of coordinate positions. Assume that $n \geq k$. Then $\mathcal{Q}$ can be partitioned into $q^{n-1}$ classes of size $q$ each, that any two codewords of the same class agree exactly on the positions of $K$.

Proof. By induction on $n$. The first interesting case is $n=k$ is trivial, since fixing the $k-1$ coordinate positions there is one position left, and a partition class contains the $q$ codewords with the given fixed value on the positions in $K$. Now, assume that the partition exists for codewords of length $n$, and consider a class of $q$ codewords. Each one of them has to be extended by one coordinate that takes values $1,2, \ldots, q$. We want to do so in order to form $q$ new classes are formed of the codewords of length $n+1$. It requires that in each new class the "extension coordinates" are all distinct. This could best represented by a bipartite graph $G(A, B, E)$, where $A$ is the set of $q$ codewords to be extended and $B=\{1,2, \ldots, q\}$ and $E$ consists of all possible edges between $A$ and $B$. Now, one good extension is a complete matching in this bipartite graph. It is an easy exercise that $G(A, B, E)$, that is a complete bipartite graph, can be partitioned into $q$ complete matchings. This partition into matchings gives the $q$ new partition classes of codewords of length $n+1$.

Lemma 2.1 tells us that as long as we have more codewords than the number of partition classes, i.e., $q^{n-1}$ available, then for any given $k-1$ subset of the coordinates we can find two codewords that agree in exactly those positions. This implies that the greedy construction works if

$$
\begin{equation*}
\left[\binom{n}{k-1}-1\right]\left[2 \sum_{i=0}^{n-k}\binom{n}{i}(q-1)^{i}-B\right]<q^{n}-q^{n-1} \tag{1}
\end{equation*}
$$

where $B$ is the intersection of the two balls of radii $n-k$ around two codewords of distance $n-k+1$. The left-hand side of $(1)$ is the total volume of the balls ruled out up to the last but one $k$-1-tuple of coordinates.

$$
\begin{equation*}
B=\sum_{\substack{a+b \geq k \\ a+b \geq k \\ b+b^{\geq} \geq k+1}}\binom{k-1}{a}(q-1)^{k-1-a}\binom{n-k+1}{b}\binom{n-k+1-b}{b^{\prime}}(q-2)^{n-k+1-b-b^{\prime}} \tag{2}
\end{equation*}
$$

The expression for $B$ in (2) is quite complicated, so to obtain a simple lower bound for $n$ we may use that if

$$
\begin{equation*}
\left[\binom{n}{k-1}-1\right]\left[2 \sum_{i=0}^{n-k}\binom{n}{i}(q-1)^{i}\right]<q^{n}-q^{n-1} \tag{3}
\end{equation*}
$$

holds, then (1) holds, as well.

## Theorem 2.1.

Given $q>4$, there is $k_{0}$ such that for every $k>k_{0}$ and for every $n<\frac{1}{2} k \log q$ there exists an Armstrong instance for $\mathcal{K}_{n}^{k}$ as minimal key system using at most $q$ symbols.

Proof. The binomial coefficients in (3) can be bounded from above by the middle one and that in turn by $\frac{2^{n}}{\sqrt{n}}$, while the powers of $(q-1)$ can be replaced with the highest one. Write $n=\alpha k$ to obtain

$$
\begin{equation*}
\frac{2^{\alpha k}}{\sqrt{\alpha k}}\left(2[(\alpha-1) k] \frac{2^{\alpha k}}{\sqrt{\alpha k}}(q-1)^{(\alpha-1) k}\right)<q^{(\alpha k-1)}(q-1) \tag{4}
\end{equation*}
$$

that implies (3). (4) is equivalent to

$$
\begin{equation*}
2^{2 \alpha k} \cdot 2\left(\frac{\alpha-1}{\alpha}\right)<q^{k} \cdot\left(\frac{q}{q-1}\right)^{(\alpha-1) k-1} \tag{5}
\end{equation*}
$$

(5) is a consequence of

$$
\begin{equation*}
2^{2 \alpha k}<q^{k} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
2\left(1-\frac{1}{\alpha}\right)<\left(1+\frac{1}{q-1}\right)^{(\alpha-1) k-1} \tag{7}
\end{equation*}
$$

Finally, (6) and (7) hold for $k>k_{0}$ if $1<\alpha<\frac{1}{2} \log q$.
Consider the case $q \leq 4$. It is shown by the $(k+1) \times(k+1)$ identity matrix that $f(2, k) \geq k+1$. However, we can get some better estimates. (3) can be written as

$$
\begin{equation*}
\left[\binom{n}{k-1}-1\right]\left[2 \sum_{i=0}^{n-k}\binom{n}{i}\right]<2^{n-1} . \tag{8}
\end{equation*}
$$

Now, if $n<2 k$, then the left hand side of (8) can be bounded by $2\binom{n}{k-1}^{2}(n-k+1)$. That is if

$$
\begin{equation*}
2\binom{n}{k-1}^{2}(n-k+1) \leq 2^{n-1} \tag{9}
\end{equation*}
$$

then (8) holds. The binomial coefficient in (9) can be estimated [13] using the entropy function $H(x)=-x \log x-(1-x) \log (1-x)$ as $\log \binom{n}{k-1}=n H\left(\frac{k-1}{n}\right)+O(\log n)$. Taking the natural logarithm of both sides of (9) and substituting the previous estimate for $\log \binom{n}{k-1}$

$$
\begin{equation*}
2 n H\left(\frac{k-1}{n}\right)+O(\log n) \leq(n-1) \log 2 \tag{10}
\end{equation*}
$$

is obtained. Putting $n=c(k-1)$, (10) holds for $k>k_{0}$ if $H\left(\frac{1}{c}\right)<\frac{\log 2}{2}$. Thus, we have proved

## Theorem 2.2.

There exists $k_{0}$ and $c>1$ constants, that for $k>k_{0}$, and $n=\lfloor c k\rfloor$, there exists a binary code of length $n$ of minimum distance $n-k+1$ that the minimum distance is attained in all possible directions.

The main point of Theorem 2.2 is that constant $c$ is strictly larger than one. Theorem 2.2 gives lower bound for $f(3, k)$ and $f(4, k)$, as well, in an obvious way. To conclude this section we show a lower bound that turns out to be sharp.

## Proposition 2.1.

$$
\begin{equation*}
f(q, 2) \geq\binom{ q+1}{2} \tag{11}
\end{equation*}
$$

Proof. The lower bound is given by construction. Relation $R$ has $q+1$ rows and $\binom{q+1}{2}$ columns (attributes). Since $q$ symbols are allowed in each column we need to have exactly one pair of equal symbols and we do so that these pairs are all distinct. Since each column has a pair of rows that agree there, the minimum distance is at least $n-1$. On the other hand, no two rows agree in two positions, so the minimum distance is exactly $n-1$, and it is attained for every $n-1$ coordinate positions. Hence $f(q, 2) \geq\binom{ q+1}{2}$.

## 3. Upper bounds

Here, we assume that a $q$-ary code of length $n$, minimum distance $n-k+1$ and of $m$ codewords exists such that the minimum distance is attained in all possible directions. Also, we may assume without loss of generality that $q<m$.

## Lemma 3.1.

If $s$ is a sequence of length $m$ containing elements from the set $\{1,2, \ldots, q\}$, then the number of equal pairs in $s$ is at least

$$
\begin{equation*}
\frac{m}{2}\left(\frac{m}{q}-1\right) \tag{12}
\end{equation*}
$$

Proof. Extend the concept of the binomial coefficient $\binom{m}{2}$ for real values $x$ as $\binom{x}{2}=\frac{x(x-1)}{2}$. Since $f(x)=\frac{x(x-1)}{2}$ is a convex function (from below), the Jensen inequality

$$
\begin{equation*}
f\left(\frac{\sum_{i=1}^{q} x_{i}}{q}\right) \leq \frac{\sum_{i=1}^{q} f\left(x_{i}\right)}{q} \tag{13}
\end{equation*}
$$

implies

$$
\begin{equation*}
\binom{\frac{\sum_{i=1}^{q} x_{i}}{q}}{2} \leq \frac{\sum_{i=1}^{q}\binom{x_{i}}{2}}{q} \tag{14}
\end{equation*}
$$

Let $m_{i}$ denote the number of digits $i$ in $s$. Then the number of equal pairs is

$$
\begin{equation*}
\sum_{i=1}^{q}\binom{m_{i}}{2} . \tag{15}
\end{equation*}
$$

On the other hand, $\sum_{i=1}^{q} m_{i}=m$. Substituting these into (14), we obtain

$$
\begin{equation*}
\binom{\frac{m}{q}}{2} \leq \frac{\sum_{i=1}^{q}\binom{m_{i}}{2}}{q} \tag{16}
\end{equation*}
$$

and the desired (12).
The following slight improvement of Lemma 3.1 will also be used. It is really an immediate corollary to Turán's Theorem [18], but we include a proof here for the sake of completeness.

## Lemma 3.2.

If $s$ is a sequence of length $m$ containing elements from the set $\{1,2, \ldots, q\}$, where $q<m$, then the number of equal pairs in $s$ is at least

$$
\begin{equation*}
q\binom{h}{2}+r h \tag{17}
\end{equation*}
$$

where $m=q h+r$ with $(0 \leq r<q)$.

Proof. Let $m_{i}$ be the number of digits $i$ in $s$. Suppose that $m_{1}<m_{2}-1$. Replace $m_{1}$ by $m_{1}^{\prime}=m_{1}+1$ and $m_{2}$ by $m_{2}^{\prime}=m_{1}-1$. This change does not change the sum of $m s$. The sum of the equal entries before the change is

$$
\begin{equation*}
\sum_{i=1}^{q}\binom{m_{i}}{2} \tag{18}
\end{equation*}
$$

and it is

$$
\begin{equation*}
\binom{m_{1}+1}{2}+\binom{m_{2}-1}{2}+\sum_{i=3}^{q}\binom{m_{i}}{2} \tag{19}
\end{equation*}
$$

after the changes. It is easy to see that the number of equal entries was decreased by $m_{2}-1-m_{1}>0$. The same can be said in every case when the difference of any two $m_{i}$ 's is at least 2 . Otherwise, when the differences are 0 and 1 then $r$ of them are $h+1$, on the other hand $q-r$ of them are $h$. The number of equal digits is

$$
\begin{equation*}
r\binom{h+1}{2}+(q-r)\binom{h}{2}=q\binom{h}{2}+r h . \tag{20}
\end{equation*}
$$

Now, we are able to prove a general upper bound.

## Theorem 3.1.

Let $q>1$ and $k>2$ be integers. Then

$$
\begin{equation*}
f(q, k) \leq q(k-1)\left(1+\frac{q-1}{\sqrt{\frac{2(q k-q-k+2)^{k-1}}{(k-1)!}}-q}\right) \tag{21}
\end{equation*}
$$

holds.

Proof. Assume that a $q$-ary code of length $n$, minimum distance $n-k+1$ and of $m$ codewords exists such that the minimum distance is attained in all possible directions and consider it as an $m \times n$ matrix. The number of pairs of equal entries in each column is at least (12). Altogether:

$$
\begin{equation*}
n \frac{m}{2}\left(\frac{m}{q}-1\right) \tag{22}
\end{equation*}
$$

In one pair of rows at most $k-1$ of them can appear, otherwise, the two rows had $k$ equal entries in contradiction with the assumption about the minimum distance. Hence, we have the inequality

$$
\begin{equation*}
n \frac{m}{2}\left(\frac{m}{q}-1\right) \leq(k-1)\binom{m}{2} \tag{23}
\end{equation*}
$$

For any choice of $k-1$ columns there must exist two (distinct) rows such that they have equal entries in these columns. It is easy to see that this pair of rows must be different for different choices of $k-1$ columns, otherwise the pair of rows would agree on the union of these two $k$ - 1 -element sets, in contradiction with our assumptions on the minimum distance. Hence, the following inequality is obtained:

$$
\begin{equation*}
\binom{n}{k-1} \leq\binom{ m}{2} \tag{24}
\end{equation*}
$$

(23) can be easily rewritten as an upper bound on $n$ for fixed $m$ :

$$
\begin{equation*}
n \leq \frac{(k-1)\binom{m}{2}}{\frac{m}{2}\left(\frac{m}{q}-1\right)}=q(k-1)\left(1+\frac{q-1}{m-q}\right)=a_{q, k}(m) \tag{25}
\end{equation*}
$$

(24) gives another, but implicit upper bound, a somewhat weaker explicit bound will be formed. (24) implies

$$
\begin{equation*}
\frac{(n-k+2)^{k-1}}{(k-1)!} \leq \frac{m^{2}}{2} \tag{26}
\end{equation*}
$$

hence we obtain

$$
\begin{equation*}
n \leq\left(\frac{(k-1)!}{2} m^{2}\right)^{\frac{1}{k-1}}+k-2=b_{q, k}(m) \tag{27}
\end{equation*}
$$

Notice that $a_{q, k}(m)$ is a decreasing, while $b_{q, k}(m)$ is an increasing function of $m$. Therefore, if $\alpha$ is the solution of the equation

$$
\begin{equation*}
a_{q, k}(m)=b_{q, k}(m) \tag{28}
\end{equation*}
$$

in $m$ then $a_{q, k}(\alpha)=b_{q, k}(\alpha)$ is a universal (independent of $m$ ) upper bound for $n$. Such a solution must exist if $a_{q, k}(q+1) \geq b_{q, k}(q+1)$ holds (at the smallest value where $a_{q, k}(m)$ is defined). That is, we have to show

$$
\begin{equation*}
q(k-1)\left(1+\frac{q-1}{q+1-q}\right) \geq\left(\frac{(k-1)!}{2}(q+1)^{2}\right)^{\frac{1}{k-1}}+k-2 \tag{29}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
q^{2}(k-1) \geq\left(\frac{(k-1)!}{2}(q+1)^{2}\right)^{\frac{1}{k-1}}+k-2 \tag{30}
\end{equation*}
$$

Inequality (30) reduces to following in case of $q=2$

$$
\begin{equation*}
4(k-1) \geq\left(\frac{(k-1)!}{2} 9\right)^{\frac{1}{k-1}}+k-2 \tag{31}
\end{equation*}
$$

Using the inequality between geometric and arithmetic means (31) follows from

$$
\begin{equation*}
3 k-2 \geq\left(\frac{9}{2}\right)^{\frac{1}{k-1}} \frac{k}{2} \tag{32}
\end{equation*}
$$

that holds trivially for $k>2$. Considering the difference of the left and right hand sides of (30) for fixed $k$ as a function of $q$ one can realize that it is a monotone increasing function by observing that the derivative with respect of $q$ is non-negative.
Since it is difficult to find the explicit solution of equation (28), we solve the easier equation

$$
\begin{equation*}
q(k-1)=\left(\frac{(k-1)!}{2} m^{2}\right)^{\frac{1}{k-1}}+k-2 \tag{33}
\end{equation*}
$$

replacing $a_{q, k}$ by a smaller function (what is actually a constant). Its solution $\beta$ satisfies $\beta \leq \alpha$ by the monotonity of $b_{q, k}(m)$. We have

$$
\begin{equation*}
\beta=\sqrt{\frac{2(q k-q-k+2)^{k-1}}{(k-1)!}} \tag{34}
\end{equation*}
$$

Let us see that $q+1 \leq \beta$ if $2<k$. What we need is

$$
\begin{equation*}
(k-1)!(q+1)^{2} \leq 2(q k-q-k+2)^{k-1} \tag{35}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\left(\frac{(k-1)!}{2}\right)^{\frac{1}{k-1}}(q+1)^{\frac{2}{k-1}} \leq q k-q-k+2 \tag{36}
\end{equation*}
$$

(36) holds with equality for $q=2$ and $k=3$. Keeping $q=2$, easy induction on $k$ shows that (36) holds for $q=2$, $k \geq 3$. Now, fixing $k$, we find that the difference of the right hand side and the left hand side of (36) is a monotone increasing function of $q$, since its derivative with respect to $q$

$$
\begin{equation*}
k-1-\frac{2}{k-1}(q+1)^{\frac{2}{k-1}-1}\left(\frac{(k-1)!}{2}\right)^{\frac{1}{k-1}} \tag{37}
\end{equation*}
$$

is nonnegative.
Then $a_{q, k}(\beta)$ is defined and is a universal upper bound on $n$ and this is actually the bound formulated in the theorem.
In the case $k=2$, our theorem is not valid. However, the method works. We only have to use somewhat better estimates rather than $a_{q, 2}(m)$ and $b_{q, 2}(m)$. These improved bounds lead to a better estimate for $k=3$, too. If Lemma 3.1 is replaced by Lemma 3.2 then

$$
\begin{equation*}
n \leq a_{q, k}^{*}(m)=\frac{(k-1)\binom{m}{2}}{q\binom{h}{2}+r h} \tag{38}
\end{equation*}
$$

is obtained instead of (25). To be able to use this bound, we have to see that it is a decreasing function of $m$.

## Lemma 3.3.

$$
\begin{equation*}
a_{q, k}^{*}(m)=\frac{(k-1)\binom{m}{2}}{q\binom{h}{2}+r h} \tag{39}
\end{equation*}
$$

is decreasing in $m$ for $q<m$.

Proof. Here $m=q h+r, 0 \leq r<q$ implies $m+1=q h+r+1$, we have to verify

$$
\begin{equation*}
\frac{(k-1)\binom{m}{2}}{q\binom{h}{2}+r h} \geq \frac{(k-1)\binom{m+1}{2}}{q\binom{h}{2}+(r+1) h} \tag{40}
\end{equation*}
$$

when $r+1<q$. This leads to the following inequality after carrying out the obvious cancelations.

$$
\begin{equation*}
(m-2 r-1) h \geq 2 q\binom{h}{2}=q h^{2}-q h \tag{41}
\end{equation*}
$$

or equivalently: $q h-r-1 \geq q h-q$ what is trivially true.
The above proof does not work perfectly when $r=q-1$ since then $m+1$ is obtained in the form $q h+q$. However, as it is easy to see, the formula for the minimum number of equal digits works in this case, too:

$$
\begin{equation*}
q\binom{h}{2}+q h=q\binom{h+1}{2} \tag{42}
\end{equation*}
$$

In the cases $k=2,3$, formula (24) has a nice form, there is no need to rewrite in the weaker form of (27). When $k=2$, it is simply

$$
\begin{equation*}
n \leq b_{q, 2}^{*}(m)=\binom{m}{2} \tag{43}
\end{equation*}
$$

The solution of

$$
\begin{equation*}
a_{q, 2}^{*}(m)=b_{q, 2}^{*}(m) \tag{44}
\end{equation*}
$$

that is of

$$
\begin{equation*}
\frac{\binom{m}{2}}{q\binom{h}{2}+r h}=\binom{m}{2} \tag{45}
\end{equation*}
$$

is simply $q+1$ as it can be seen by substitution since here $h=1, r=1$. The universal bound on $n$ is $\binom{q+1}{2}$, which is sharp by Proposition 2.1
If $k=3$, then (24) reduces to $n \leq m$, that is $b_{q, 3}^{*}(m)=m$. By (38), we have to solve the equation

$$
\begin{equation*}
a_{q, 3}^{*}(m)=\frac{2\binom{m}{2}}{q\binom{h}{2}+r h}=m=b_{q, 3}^{*}(m) . \tag{46}
\end{equation*}
$$

The solution is $3 q-1$. Indeed, $h=2, r=q-1$ implies $q\binom{h}{2}+r h=q\binom{2}{2}+(q-1) 2=3 q-2$. The left hand side of (46) is really $3 q-1$.

## Theorem 3.2.

If $k=2$, then $f(q, k) \leq\binom{ q+1}{2}$, if $k=3$ then $n \leq 3 q-1$.

One can feel that if $k$ and/or $q$ are large, then the remainder term in Theorem 3.1 is less than 1 , that is, the main term is the upper bound. Indeed, we can prove the following theorem.

## Theorem 3.3.

If $5 \leq k$ and $2 \leq q$ then the upper bound in Theorem 3.1 can be improved to

$$
\begin{equation*}
f(q, k) \leq q(k-1) \tag{47}
\end{equation*}
$$

with the following exceptions: $(k, q)=(5,2),(5,3),(5,4),(5,5),(6,2)$.

Proof. We have to prove

$$
\begin{equation*}
\frac{q(q-1)(k-1)}{\sqrt{\frac{2(q k-q-k+2)^{k-1}}{(k-1)!}}-q}<1 \tag{48}
\end{equation*}
$$

for the desired cases. More precisely, it is sufficient to prove $\leq$ since the denominator is a result of a non-sharp estimation. The inequality is equivalent to

$$
\begin{equation*}
q(q-1)(k-1)+q=q(q k-q-k+2) \leq \sqrt{\frac{2(q k-q-k+2)^{k-1}}{(k-1)!}} \tag{49}
\end{equation*}
$$

that is

$$
\begin{equation*}
q^{2}(k-1)!\leq 2(q k-q-k+2)^{k-3} \tag{50}
\end{equation*}
$$

Replacing $q k-q-k+2$ by $(q-1)(k-1)$ a somewhat stronger inequality is obtained:

$$
\begin{equation*}
q^{2}(k-1)!\leq 2(q-1)^{k-3}(k-1)^{k-3} \tag{51}
\end{equation*}
$$

Suppose that $5 \leq k$. Then $(k-1)!\leq 2(k-1)^{k-3}$ (induction), (51) reduces to

$$
\begin{equation*}
q^{2} \leq(q-1)^{k-3} \tag{52}
\end{equation*}
$$

Our strategy is to prove the statement of (52) or (51). If they are not true for some values then we go back to the original (50).

If $k=6$, then (52) becomes $q^{2} \leq(q-1)^{3}$. Analyzing this equation, one can see that it holds for $4 \leq q$. Since the right hand side of (52) is increasing in $k$, our statement is proved for the values $6 \leq k, 4 \leq q$.
Consider now the case $k=5$. Then (51) has the form $q^{2} 24 \leq 2(q-1) 4^{2}$. Solving the quadratic equation, we obtain that it holds for $8 \leq q$. The smaller values of $q$, namely $q=4,5,6,7$ can be checked for (50). It holds for $q=6,7$ but not for $q=4,5$.
The remaining cases are $q=2,3$ for all $k$. Fix first $q=2$ and find the smallest $k$ satisfying (51) for this case:

$$
\begin{equation*}
4(k-1)!\leq 2(k-1)^{k-3} \tag{53}
\end{equation*}
$$

It holds with $k=8$, therefore (51) is true for $q=2,9 \leq k$ as it can be seen by easy induction. The smaller cases of $k$ can be checked in the original (50). It holds for $k=7$ and does not hold for $k=5,6$.
Let now $q=3$. (51) reduces to $9(k-1)$ ! $\leq 2^{k-2}(k-1)^{k-3}$. It holds with $k=6$, the larger values of $k$ can be obtained by induction. The case ( $q=3,) k=5$ is not true in (50).

## 4. Conclusions

We have proved general lower and upper bounds on $f(q, k)$. However, there is a significant gap in them. It is pretty reasonable to assume that the lower bound can be improved, since the counting in the greedy construction seems to be wasteful. One expects the balls around different pairs of codewords not being disjoint. However, in the binary case one can prove that for small $k$, such as $k=3,4,5$, the best construction is the $k+1 \times k+1$ identity. In particular, neither the Fano plane nor any of its extensions work. This makes it hard to find a "pattern" to generalize. On the other hand, the upper bound might also be improved, since having equality in (24) requires very strong structure.
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