The combinatorics and dynamics of a discrete k winnerstake all network
model

We consider a modification of the classical pencaptmodel of neural networks inspired by
neuroscience research on hippocampus. In this mddasek neurons fire whose weighted
inputs are maximal. The model tries to mimic thenalyics of the neural activity in the
hippocampus, where only a few percentages of tiieons fire at the same time, however, all
the neurons eventually fire in a longer time fraleuroscientists conjecture that this dynamics
is caused by the structured connections of excitateurons (pyramidal cells) and the random
connections of inhibitory neurons (basket cellf)e Tstructured connections of the pyramidal
cells are responsible for the periodic dynamictheffiring activity, while the inhibitory neurons
are responsible to prevent the system from blowindall or almost all neurons firing the same
time). In the simplified model, this inhibition modeled by letting only thke neurons with the
highest weighted input fire.

The main goal of the research is to characterizat \Wimds of connections of the pyramidal cells
are necessary to obtain a periodic firing dynamics.

The model

The model consists of a directed, edge weighteghgrand a positive integer numberLet
G(V,E) denote the directed graph, andetE — R* denote the weight function. Furthermore,
let the weight function be such that for dny O E, Y..¢; w(e) # Yeer, w(e). The in-neighbors
of a vertexv are those vertices for which there is an edgegoing fromu to v. Edgee is also
denoted byy,Vv). Similarly, the out-neighbors of a vertavare those verticesfor which there is
an edge going from tov. Let N~ (v) denote the set of in-neighbors of vertexand letN * (u)
denote the set of out-neighbors of veriex

The vertices ofG model the neurons; the directed edges model theemions between the
neurons. There are two types of neurons; those amadactive” and those who are not active.
Modeling the neural activity starts with a set ofiee neurons, and this set changes in each time
step in the following way. The active neurons “firhey send signal to all their out-neighbors.
If A denotes the set of active neurons, we definedbeegunctiors in the following way:

s= ) w(w)

UEANN~(v)
The set of active neurons in the next step willHeeset of thé& neurons with the largest score.

We are interested in the dynamics of this modeftelg, the temporal behavior of the set of
active neurons. It depends on the gr&phhe size of the active neurons, and the stadeigf
the active neurons. It is easy to see that what&e€s, k and the starting set are, the set of active
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neurons are either converges to a fixed set ofamsyralso called fixpoint, or the dynamics
converges to a limit cycle (defined below). For 8ameG andk, several fixpoints and limit
cycles might exist. It depends on the startingveleich fixpoint or limit cycle the dynamics
converges to. Therefore the central question istwhme fixpoints and limit cycles of a given
graphG are.

The following list of exercises gives some pictboav we are going to infer this model.
Exercises

Exercise 1. Let A, denote the set of active nodes at a tinirove ifAup = A thenAwzy = Aw.

Exercise 2. Let n denote the set of vertices@ Let p be the smallest positive integer for which
at exists such thai., = A. Prove thap < (Z) particularly, suclp andt always exist. What can
we say abouttp?

If p=1, thenA is called a fixpoint, and then for atiy>t, Ar = A.. If p > 1, then the series of
sets of active neuroms, A1, ... Aup1 is called limit cycle.

Exercise 3. In the following exercises, we are going to irtfee simplest case, the case whken

1. Let G be an edge weighted directed graph, andsldbe a graph derived fror® where for
each vertew, all the outgoing edges ofare deleted but the edge with maximal weight. rov
that the dynamics of the active vertex®@randG’ is the same. What can we say about the in-
degrees and out-degrees3f(the number of in-neighbors and the number ofrmeighbors)?

As you can see, whdn= 1, the problem naturally reduces to directegblgsawith constraints on
the degrees of their vertices. If weights are ramgoassigned to a complete gra@h then the
derivedG’ is uniformly distributed on all possible graph#&twthe prescribed constraints on their
degrees. The consequence is that calculating pititigsb and expectations needs only
enumerative combinatorics. The following exercislesw the way how to do that.

Exercise 4. Let G be a directed graph in which each vertex has Bxane outgoing edge (in the
remaining exercise§ will be always such). How many su@hexist withn vertices if

a) loops are allowed

b) loops are not allowed?
Consider the dynamics of the active vertex@®ik is still 1). We define a vertex is a limit
vertex if a positive integgy exists such thatq., = {v} when A, = {V}. A vertex is transient if it
is not a limit vertex. How many graphs exist withtransient vertices if

a) loops are allowed

b) loops are not allowed?



In the following exercises always consider the t&ees (loops are/are not allowed).

Exercise 5. Consider the graphS without transient vertices. How many suGhexist with 1
limit cycle, 2 limit cycles, etd. limit cycles? What is the probability that there hlimit cycles

in a randonG without transient vertices? How do these probidliconverge when the number
of vertices tends to infinite?

Exercise 6. Consider the graphs without transient verticeswwany suclhG exist in which the
longest limit cycle has lengtll? How many suclé exist in which the shortest limit cycle has
lengthm? Calculate also the probabilities and limits ath@previous exercise.

Exercise 7. Consider a grap® (recall that still each vertex has exactly 1 outgoedge), and
consider thes’ obtained fromG by deleting all limit vertices. Characteri@. If G’ is obtained
from aG, we say thaG is the inverse image @&'. Prove the following: ifG'; andG’;, both have

m number of vertices, and both obtained by deletiveglimit vertices, then both have the same
number of inverse images withvertices. Calculate the number of inverse imagea fnction

of mandn.

Exercise 8. Calculate the probability that a random graph wittvertices hasm transient
vertices.

Exercise 9. Calculate the probability that a random gr&ptvith n vertices
a) hasl limit cycles,
b) the longest limit cycle has lengih.
c) the shortest limit cycle has lengtin

Calculate how the probabilities converge wheaends to infinite.

Our research will continue with the case wiken 1, and also whek= 1, but the edge weighted
graph to start is not the complete one, but somgthise. For example: hypercube, toroid grid,
random regular graph, etc.



