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1 Introduction

Pseudorandom sequences play a crucial role in many areas such as cryptography and communication systems. There are many definitions to pseudorandomness depending on specific applications.

In order to study the pseudorandomness of finite binary sequences, Mauduit and Sárközy introduced several definitions in [11]. For a given binary sequence

\[ E_N = \{e_1, \ldots, e_N\} \in \{-1, +1\}^N \]

the well-distribution measure of \( E_N \) is defined by

\[ W(E_N) = \max_{a,b,t} |U(E_N, t, a, b)| = \max_{a,b,t} \left| \sum_{j=1}^{t} e_{a+jb} \right|, \]

where the maximum is taken over all \( a, b, t \in \mathbb{N} \) such that \( 1 \leq a \leq a + (t-1)b \leq N \).

The correlation measure of order \( k \) of \( E_N \) is defined as

\[ C_k(E_N) = \max_{M,D} |V(E_N, M, D)| = \max_{M,D} \left| \sum_{n=1}^{M} e_{n+d_1}e_{n+d_2} \cdots e_{n+d_\ell} \right|, \]

where the maximum is taken over all \( D = (d_1, \ldots, d_\ell) \) and \( M \) such that \( 0 \leq d_1 < d_2 < \cdots < d_\ell \leq N - M \).

The sequence \( E_N \) is considered as a "good" pseudorandom sequence if both these measures \( W(E_N) \) and \( C_k(E_N) \) (at least for small \( \ell \)) are "small" in terms of \( N \) (in particular, both are \( o(N) \) as \( N \to \infty \)). This terminology is justified since for a truly random sequence \( E_N \) each of these measures is \( \ll \sqrt{N \log N} \). (For a more precise version of this result see [1].)

Using the Legendre symbol Goubin, Mauduit and Sárközy [4] constructed a large family of pseudorandom sequences by generalizing the construction of Mauduit and Sárközy [11]:

**Construction 1** (Goubin, Mauduit, Sárközy). Let \( p \) be a prime, \( f \in \mathbb{F}_p[x] \) and let us define the sequence \( E_p = \{e_1, \ldots, e_p\} \) by

\[ e_n = \begin{cases} \left( \frac{f(n)}{p} \right), & \text{if } p \nmid f(n), \\ 1, & \text{if } p \mid f(n), \end{cases} \]

where \( \left( \frac{\cdot}{p} \right) \) is the Legendre symbol.

Later Mauduit, Rivat and Sárközy [10] define a well-computable construction based on the residue of a polynomial:
Construction 2 (Mauduit, Rivat, Sárközy). Let \( p \) be a prime, \( f \in \mathbb{F}_p[x] \). Define the sequence \( E_p = \{e_1, \ldots, e_p\} \) by
\[
e_n = \begin{cases} 
+1, & \text{if } f(n) \in \{1, 2, \ldots, \frac{p-1}{2}\} \\
-1, & \text{otherwise.}
\end{cases}
\]

Although this construction can be computed fast, they showed by an example that if the order of the correlation is greater than the degree of the polynomial, then the correlation can be large.

In order to avoid this restriction to the degree of the polynomial, Mauduit and Sárközy replaced the polynomial with its multiplicative inverse:

Construction 3 (Mauduit, Sárközy). Let \( p \) be a prime, \( f \in \mathbb{F}_p[x] \). Define the sequence \( E_p = \{e_1, \ldots, e_p\} \) by
\[
e_n = \begin{cases} 
+1, & \text{if } f(n) \neq 0 \text{ and } (f(n))^{-1} \in \{1, 2, \ldots, \frac{p-1}{2}\} \\
-1, & \text{otherwise,}
\end{cases}
\]
where \( a^{-1} \) is the multiplicative inverse of the element \( a \in \mathbb{F}_p \).

2 General construction of pseudorandom binary sequences

Construction mentioned above are the special cases of the following construction:

Construction 4. Let \( p \) be a prime, \( \psi \) additive, \( \chi \) multiplicative character of \( \mathbb{F}_p \), and let \( F(x), Q(x) \in \mathbb{F}_p(x) \) be rational functions. Define the sequence \( E_p = \{e_1, \ldots, e_p\} \) by
\[
e_n = \begin{cases} 
+1, & \text{if } \arg(\psi(F(n)) \cdot \chi(Q(n))) \in [0, \pi) \text{ and } n \notin S \\
-1, & \text{otherwise.}
\end{cases}
\]

Clearly, if \( \chi \) is the Legendre symbol, the rational function \( F \) is constant, then we get construction 1. On the other hand, if \( \chi \) is a multiplicative character such that \( \chi(g) = e^{2\pi i p^{-1}} \), where \( g \) is a generator of \( \mathbb{F}_p \) then we get constructions of Gyarmati [5] and Sárközy [16] which are based on the discrete logarithm.

Furthermore, if the rational function \( Q \) is constant, we get construction 2 and 3, as long as the function \( F \) is a polynomial, or its multiplicative inverse.

At first this general construction studied by Oon [14, 15] in the case, where the rational function \( F \) is constant. However, he could give non-trivial bound to the measures, if the order of the character is large: \( \Omega(p^{1/2}) \). If the order is small and
odd, nontrivial bound does not exist (see chapter 3, example 1.). On the other hand it can be shown that construction (4) can be extended to small and even order.

Before I state the theorem, I recall the definition of admissibility, which describes which rational function can be used in the construction.

**Definition 1.** The triple \((k, \ell, m)\) is said to be \(d\)-admissible triple \((k, \ell < m)\), if there are no multiset \(A, B\) which satisfy the following criteria:

(i) \(|A| = k, \ |B| = \ell;\)

(ii) the multiplicity of each element of \(A\) and \(B\) is less than \(d\), and the multiplicity of each element of \(A\) is co-prime to \(d;\)

(iii) for each \(c\), the number of solutions of the equation

\[a + b = c, \quad a \in A, b \in B\]

is divisible by \(d.\)

(Here \(|A|\) is the number of the distinct element of \(A\).

Furthermore the triple \((k, \ell, G)\) is said to be admissible triple \((k, \ell < m)\) if for each sets \(A, B \subseteq G\) (\(|A| \leq k, \ |B| \leq \ell\) there is an element \(c \in G\) such that the equation

\[a + b = c, \quad a \in A, b \in B\]

has exactly one solution.

**Theorem 2 ([M1]).** If the sequence \(E_p\) is defined by construction 4, where the order \(d\) of the multiplicative character \(\chi\) is even, \(Q \in \mathbb{F}_p[x]\) is a polynomial which is not a \(d\)-th power, and the function \(F\) is constant, then

\[W(E_p) \leq 36sp^{1/2} \log p \log d + s,\]

where \(s\) is the number of distinct roots of \(Q\).

Additionally, if the multiplicity of each root of \(Q\) is co-prime to \(d\) or divisible by \(d\), and the triple \((s, \ell, p)\) is \(d\)-admissible, then

\[C_\ell(E_p) \leq 9.4^\ell sp^{1/2} \log p (\log d)\ell + \ell s.\]

If the function \(F\) is not a constant function, then the order of \(\chi\) can be odd:

**Theorem 3 ([M3]).** Assume that \(\psi \neq \psi_0\) is additive, \(\chi \neq \chi_0\) is multiplicative character of order \(d\), \(F(x) = \frac{f(x)}{g(x)}, Q(x) = \frac{q(x)}{r(x)} \in \mathbb{F}_p(x)\) are rational functions such that \((g(x), f(x)) = 1\) and \((q(x), r(x)) = 1\) and neither \(q(x)\) nor \(r(x)\) has multiple zero in \(\mathbb{F}_p\) and the binary sequence \(E_p = \{e_1, \ldots, e_p\}\) is defined by Construction 4. Then we have

\[W(E_p) \ll (\deg^* F + z) \cdot p^{1/2} (\log p)^2,\]
where \( z \) is the number of distinct roots of \( q \) and \( r \).

Assume also that \( \ell \in \mathbb{N} \) such that \( 2 \leq \ell < p \) and one of the following conditions holds:

(i) \( \ell = 2 \);

(ii) \((4 \cdot \deg g)^\ell < p, (4 \cdot \deg^* Q)^\ell < p)\);

(iii) \(g(x) = (x+a_1)(x+a_2)\ldots(x+a_k) \ (a_i \neq a_j, i \neq j) \) and \( \ell \cdot \deg g < \frac{p}{2} \),

\((4 \cdot \deg^* Q)^\ell < p)\),

then

\[ C_\ell(E_p) \ll (\ell + 1)(\deg F + d \cdot \deg^* Q) \cdot p^{1/2}(\log p)^{\ell+1}. \]

In a similar way, we can handle the case, when \( Q \) is a constant function [M2].

### 3 Pseudorandom binary lattices

In applications one may need pseudorandom lattices instead of pseudorandom sequences, for example to encrypt 2-dimensional pictures via the analogue of the Vernam cipher. In [9], Hubert, Mauduit and Sárközy extended the notion of binary sequences to \( n \)-dimensional binary lattices in the following way:

Denote \( I_N^n \), the set of the \( n \)-dimensional vectors whose coordinates are selected from the set \( \{0, 1, \ldots, N - 1\} \):

\[ I_N^n = \left\{ x = (x_1, \ldots, x_n) : x_1, \ldots, x_n \in \{0, 1, \ldots, N - 1\} \right\}. \]

The \( n \)-dimensional binary lattice is defined by the function

\[ \eta : I_N^n \to \{-1, +1\}. \]

They also defined the following measures of pseudorandomness:

Let \( u_1, \ldots, u_n \) be \( n \) linearly independent vectors, where the \( i \)-th coordinate of \( u_i \) is a positive integer, and the others are zeros. Let \( t_1, \ldots, t_n \) be integers such that \( 0 \leq t_1, \ldots, t_n < N \). Then we call the set

\[ B_N^n = \left\{ x = x_1u_1 + \cdots + x_nu_n : 0 \leq x_i|u_i| \leq t_i \text{ for all } i = 1, \ldots, n \right\} \]

\( n \)-dimensional box \( N \)-lattice or briefly a box \( N \)-lattice.

**Definition 4.** The pseudorandom measure of order \( \ell \) of \( \eta \) is

\[ Q_\ell(\eta) = \max_{B,d_1,\ldots,d_\ell} \left| \sum_{x \in B} \eta(x + d_1)\ldots\eta(x + d_\ell) \right|, \]

where the maximum is taken over all distinct \( d_1, \ldots, d_\ell \in I_N^n \) and all box \( N \)-lattices \( B \) such that \( B + d_1, \ldots, B + d_\ell \subseteq I_N^n \).
The binary lattice $\eta$ is said to have strong pseudorandom properties if for fixed $n$ and $\ell$, $Q_\ell(\eta)$ is small (much smaller than the trivial upper bound $N^n$) at least for small $\ell$. This terminology is justified by the fact that for a truly random lattice $\eta$ the measure $Q_\ell(\eta) \ll N^{n/2+\varepsilon}$ (see [9]).

Moreover, in [9] and [13] the analogue of Construction ?? was proposed for a "good" $n$-dimensional binary lattice, for any $n$, by using the quadratic characters of finite fields:

**Construction 5** (Mauduit és Sárközy). Let $q = p^n$ be a prime power, $\gamma$ is the quadratic character of $F_q$, $f(x) \in F_q[x]$. Then define the lattice $\eta$ by:

$$\eta(x) = \begin{cases} 
\gamma(f(x_1b_1 + \cdots + x_nb_n)) & \text{if } f(x_1b_1 + \cdots + x_nb_n) \neq 0, \\
1 & \text{otherwise,}
\end{cases}$$

where $b_1, \ldots, b_n$ is a basis of $F_q$ over $F_p$ and $x = (x_1, \ldots, x_n)$.

They showed, that if $f$ satisfies certain conditions. Then

$$Q_\ell(\eta) < \deg f \ell(q^{1/2}(1 + \log p)^n + 2).$$

I remark, that the notion of binary lattice can be extend to lattice of $k$ symbol, see [M5].

Construction 5 can be extend in a similar way, replacing the quadratic character to an arbitrary multiplicative character:

**Construction 6.** Let $q = p^n$ be a prime power, $f(x) \in F_q[x]$, $\chi$ multiplicative character of $F_q$. Then define the lattice $\eta$ by:

$$\eta(x) = \begin{cases} 
+1 & \text{if } \arg \left(\chi(f(x_1b_1 + \cdots + x_nb_n))\right) \in [0, \pi), \\
-1 & \text{otherwise,}
\end{cases}$$

where $b_1, \ldots, b_n$ is a basis of $F_q$ over $F_p$ and $x = (x_1, \ldots, x_n)$.

This is a good construction:

**Theorem 5** ([M4]). Let $q = p^n$ be the power of an odd prime, $\chi$ be a multiplicative character of $F_q$ of even order $d$. Let $f(x) \in F_q[x]$ which is not a $d$-power, and the multiplicity of each root of $f$ is co-prime to $d$ or divisible by $d$, and the triple $(\deg f, \ell, F_q)$ is admissible, then

$$Q_\ell(\eta) \leq 4^\ell \ell \deg f (\log d)^{\ell} q^{1/2}(1 + \log p)^n \ell \deg f.$$
4 Pseudorandom binary sequences and lattices over elliptic curves

It is well known than elliptic curves over finite fields have good pseudorandom properties thus they are widely used for generating pseudorandom sequences. Namely, in 1994 Hallgren [8] proposed the linear congruent generator from elliptic curves.

The linear congruent generator builds a sequence of points on the curve $E$ by the rule $s_0 = P_0$ for some $P_0 \in E$ and $s_n = P \oplus s_{n-1} = nP \oplus P_0$.

By using the definition of pseudorandomness given in [11], Chen [2], and Chen, Li and Xiao [3] studied binary sequences derived from this generator where they used the Legendre symbol and the discrete logarithm of finite fields.

The general construction can be defined in the following way:

Construction 7. Let $p > 3$ be a prime, $E$ be an elliptic curve over $\mathbb{F}_p$, $G \in \mathcal{E}(\mathbb{F}_p)$ be an element with order $T$, $f \in \mathbb{F}_p(\mathcal{E})$, $\chi$ be multiplicative character of order $d$.

Then, define the sequence $E_T = \{e_1, \ldots, e_T\}$ by:

$$e_n = \begin{cases} +1, & \text{if } nG \notin \text{Supp}(f) \text{ is an argument of } \chi(f(nG)) \in [0, \pi), \\ -1, & \text{otherwise.} \end{cases}$$

If $\chi$ is the Legendre symbol we get construction of Chen [2], while if $\chi$ is a multiplicative character of order $p - 1$, then we get construction of Chen, Li and Xiao [3] which is based on the discrete logarithm.

Theorem 6 ([M7]). Let $p$ be an odd prime, $\chi$ be a multiplicative character of $\mathbb{F}_p$ of even order $d$, $f \in \mathbb{F}_p(\mathcal{E})$ which is not a $d$-th power in $\mathbb{F}_p(\mathcal{E})$. If we define the binary sequence $E_T = \{e_1, \ldots, e_T\}$ by Construction 7 then we have

$$W(E_T) \leq 4|\text{Supp}(f)|p^{1/2}(1 + \log T)(1 + \log p) + \frac{1}{2}|\text{Supp}(f)|.$$

Moreover, let us assume that the order of zeros and poles of $f$ which are not divisible by $d$ are co-prime to $d$, and $\ell \in \mathbb{N}$ such that the triple $(|\text{Supp}(f)|, \ell, T)$ is $d$-admissible. Then we have

$$C_\ell(E_T) \leq 4^\ell \ell |\text{Supp}(f)|p^{1/2}(1 + \log T)(1 + \log d)\ell + \ell|\text{Supp}(f)|.$$

Further good construction can be given by the residue of rational functions:

Construction 8. Let $G \in \mathcal{E}(\mathbb{F}_p)$ with order $T$ and $f \in \mathbb{F}_p(\mathcal{E})$. Then define the sequence $E_T = \{e_1, \ldots, e_T\}$ by

$$e_n = \begin{cases} +1, & \text{if } f(nG) \in \{0, 1, \ldots, p-1\}, \\ -1, & \text{otherwise.} \end{cases}$$
Theorem 7 ([M8]). Let \( p > 3 \) be a prime number, \( G \in \mathcal{E}(\mathbb{F}_p) \) with order \( T \), \( f \in \mathbb{F}_p(\mathcal{E}) \) be a non-constant function. If we define the sequence \( E_T = \{e_1, \ldots, e_T\} \) by Construction 8 then we have

\[
W(E_T) \ll \deg f \, p^{1/2} \log p \log T.
\]

Additionally, if one of the following conditions holds

(i) \( \deg f < p(T) \) and \( \ell = 2 \);
(ii) \( \deg f < p(T) \) and \( (4 \deg f)^\ell < p(T) \),

where \( p(T) \) is the least prime divisor of \(|T|\), then

\[
C_\ell(E_T) \ll \ell \deg f \, p^{1/2} (\log p)^\ell \log T.
\]

Finally, I show how we can construct good pseudorandom binary lattice over elliptic curves:

Construction 9. Let \( \chi \) be a multiplicative character, \( f \in \mathbb{F}_p(\mathcal{E}) \) and \( P_1, \ldots, P_n \) be weakly independent points of \( \mathcal{E}(\mathbb{F}_p) \) such that the order of each point is greater than \( N \). Then define the mapping \( \eta : I^N_N \rightarrow \{-1, +1\} \) by

\[
\eta(x_1, \ldots, x_n) = \begin{cases} 
+1 & \text{if } \arg(\chi(f(x_1P_1 + \cdots + x_nP_n))) \in [0, \pi), \\
-1 & \text{otherwise}.
\end{cases}
\]

(3)

Theorem 8 ([M6]). Let \( p > 3 \) be a prime, \( \chi \) be a multiplicative character of \( \mathbb{F}_p \) with even order \( d \), \( \mathcal{E}(\mathbb{F}_p) \) be an elliptic curve over \( \mathbb{F}_p \), \( f \in \mathbb{F}_p(\mathcal{E}) \) which is not a \( d \)-th power in \( \mathbb{F}_p(\mathcal{E}) \) and the orders of zeros and poles of \( f \) are coprimes to \( d \). Let \( N \) be an integer and \( P_1, \ldots, P_n \) be weakly independent elements such that the order of each point is greater than \( N \). If we define the binary lattice by (3) and the pair \((|\text{Supp}(f)|, \ell)\) is admissible then we have

\[
Q_\ell(\eta) \leq 2 \cdot 3^n 4^\ell d \deg(f) p^{1/2} (\log |\mathcal{E}(\mathbb{F}_p)|)^n (\log d)^\ell + \ell |\text{Supp}(f)|.
\]

(4)

5 Admissibility

In this last section I give some sufficient criteria to \( d \)-admissibility and admissibility.

Theorem 9 ([M7]). Let us denote the least prime factor of \( m \) by \( p(m) \). Then

(i) If \( k, m, d \in \mathbb{N}, k < p(m) \) then the triple \((k, 2, m)\) is \( d \)-admissible.
(ii) If \( k, \ell, m, d \in \mathbb{N}, k < m \) and \((4\ell)^k < p(m)\), then the triple \((k, \ell, m)\) is \( d \)-admissible.
(iii) If \( m \) is prime, and all of the prime factors of \( d \) are primitive roots modulo \( m \), then for every pair \( k, \ell \in \mathbb{N} \) with \( k < m, \ell < m \), the triple \((k, \ell, m)\) is \( d \)-admissible.
Theorem 10 ([M6]). Let $G \cong \mathbb{Z}_{d_1} \times \cdots \times \mathbb{Z}_{d_s}$ be a finite Abelian group, $p(G)$ be the least prime factor of $|G|$. Then:

(i) for all $k < p(G)$ the pair $(2,k)$ is admissible;

(ii) If $k, \ell \in \mathbb{N}$ and $4^{(k+\ell)} < p(G)$, then the pair $(k, \ell)$ is admissible.
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