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#### Abstract

A ubiquitous class of lattice ordered semigroups introduced by Bosbach in 1991, which we will call Bezout monoids, seems to be the appropriate structure for the study of divisibility in various classical rings like GCD domains (including UFD's), rings of low dimension (including semihereditary rings), as well as certain subdirect products of such rings and certain factors of such subdirect products. A Bezout monoid is a commutative monoid $S$ with 0 such that under the natural partial order (for $a, b \in S$, $a \leq b \in S \Longleftrightarrow b S \subseteq a S), S$ is a distributive lattice, multiplication is distributive over both meets and joins, and for any $x, y \in S$, if $d=x \wedge y$ and $d x_{1}=x$, then there is a $y_{1} \in S$ with $d y_{1}=y$ and $x_{1} \wedge y_{1}=1$. In the present paper, Bezout monoids are investigated by using filters and $m$-prime filters. We also prove analogues of the Pierce and the Grothendieck sheaf representations of rings for Bezout monoids. The question as to whether Bezout monoids describe divisibility in Bezout rings (rings whose finitely generated ideals are principal) is still open.


## Introduction

Investigating divisibility in rings is as old as ring theory itself: the study of semigroups of divisibility of commutative rings (i.e., multiplicative semigroups of principal ideals partially ordered by reverse inclusion) originated from the factorization problems of algebraic integers. This factorization problem led Dedekind to introduce 'ideal numbers' and what we now call Dedekind rings. The next step was Krull's general valuation theory which established a dictionary between (the positive cones of) totally ordered abelian groups and (valuation domains of) valued fields. This was followed by the study of domains with varying degrees of 'nice' divisibility theories such as unique factorization domains or, more generally, greatest common divisor domains, as well as Dedekind and Prüfer domains. Krull's dictionary was extended several decades later by Jaffard [23] and Ohm [33] to lattice-ordered abelian groups and Bezout domains.
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All these domains, and indeed some of their subdirect products and factors, share the property that certain ideals with respect to multiplication form a semigroup admitting a natural distributive lattice structure. It is important to note that the meet in this distributive lattice is, in general, not necessarily the sum of the ideals, e.g., the GCD of $x$ and $y$ in a polynomial ring $k[x, y]$ in two variables $x, y$ over a field $k$ is 1 , which generates the whole ring, and not the proper ideal generated by $x$ and $y$.

Now the question arises naturally: what is the class of rings and the appropriate abstract framework for studying divisibility in rings?

In terms of semigroups, the starting point is the celebrated Jaffard-Ohm Theorem (see [23], [24], [33]): the positive cone of every lattice-ordered abelian group arises as the semigroup of divisibility of a Bezout domain. Since the divisibility theory of any GCD domain or of any Prüfer domain is clearly the positive cone of a lattice-ordered abelian group, the divisibility theory of these much wider classes of rings reduces to the divisibility theory of Bezout domains, in which the divisibility relation is restricted to principal ideals.

Leaving the somewhat restrictive class of domains, we encounter Bezout rings (which may have zero-divisors) in Kaplansky's treatment of elementary divisor rings [27]. We will focus on general Bezout rings in our considerations. There are two special cases of these which serve as examples we would like to generalize. The case of a valuation ring (not necessarily a domain) is reasonably straightforward in view of a result of Clifford [13] (see [35]) and likewise the other special case, von Neumann regular rings, whose semigroups of divisibility are obviously the Boolean algebras with product equal to join (see Proposition 1.16 below). In this paper we wish to lay the foundations for a satisfactory characterization/representation for the divisibility of Bezout rings, encompassing these two extreme cases. Indeed, there is evidence for our hope: the divisibility structure of semihereditary Bezout rings is exactly the semihereditary Bezout monoids (see below), where semihereditariness in the second case is defined with one of the equivalent definitions in the ring case: the set of annihilators of any element is the principal filter generated by some idempotent. This result is presented in a subsequent paper [3], its proof is based on the theory developed below.

Let us turn to the semigroup framework we are proposing. Divisibility in rings means the study of multiplication up to units or, more generally, the study of multiplication of (finitely generated) ideals. In the most general case, there seems to be no tool for describing this. There is a notion, however, which works in all the classical examples listed above: a class of lattice-ordered monoids introduced by Bosbach in 9 - without a proper name - which we will call here Bezout monoids. For the precise definition see Section 1 and ultimately Definition 1.5

For the purpose of an abstract description of divisibility in Bezout rings, in the present paper we initiate a careful study of Bezout monoids, with the aim of moving from the axiomatization through main properties to representation theory. Sheaf representation is a very powerful tool in commutative algebra, and we found that Bezout monoids are amenable to this treatment. In fact, we were able to find analogues of both the Pierce and the Grothendieck sheaf representations; see Section 4 and in particular Theorems 4.5 and 4.10. We do not intend to present a full account of results on Bezout monoids. Clearly, results for more general classes like (distributive) lattice-ordered semigroups or $D$-monoids (Bosbach's $d$-semigroups or
divisibility semigroups) are valid for Bezout monoids. Here we present only results which we think to be useful towards an abstract characterization of the divisibility structure of Bezout rings. Among the results presented here, there are some, mostly elementary in character, which can be found sometimes hidden and scattered in the literature, many of them in Bosbach's papers. For a related topic see Bosbach [11]. We were surprised to find how ubiquitous Bezout monoids are; see some of the examples in Section 1 .

The topic of our paper belongs to the wider field of Multiplicative Ideal Theory, which is treated in the - by now - classical books of Larsen and McCarthy [30] and Gilmer [19]. Note that the theory of arithmetical rings introduced by Fuchs [16] also belongs to Multiplicative Ideal Theory: these rings arose as Fuchs generalized the classical Lasker-Noether theory to the non-noetherian case. Within Multiplicative Ideal Theory, axiomatic approaches without making reference to the additive structure started in 1939. One branch of this direction, the study of multiplicative lattices, goes back to the paper of Ward and Dilworth 40; two major papers in this line are those of Dilworth [14] and Anderson [1]. Another branch, that of ideal systems, goes back to Lorenzen 31 and was continued by Jaffard 24 and Aubert 4 among others. For a fairly up-to-date presentation see Halter-Koch 21. Bosbach's theory, on which our approach is based, also goes back to the line started by Lorenzen. In spite of many connections with other directions, Bosbach's work has not yet been integrated into a general picture of Abstract Multiplicative Ideal Theory.

A word about terminology. For several notions, we decided to use names different from the ones introduced earlier (some of these notions had different names by different authors). The names we use refer both to the order and the multiplicative aspect, and they are intended to emphasize that the goal of this theory is an abstract description of the divisibility structure of (Bezout) rings. In the earlier terminologies, this background was not always clearly visible.

The authors are grateful to Bruno Bosbach and Klaus Keimel for many helpful hints about earlier related work in this topic, as well as to those colleagues whose criticisms on an earlier version of this paper was a great help in improving the presentation.

## 1. BASIC DEFINITIONS AND PRELIMINARY RESULTS

## Notation.

- The extension of a semigroup $S$ with an additional zero element is denoted by $S^{\bullet}$.
- For subsets $U, V$ of a semigroup or a ring, define the quotient $U: V=$ $\{x \mid x V \subseteq U\}$ and write $u: V, U: v$, or $u: v$ in the case of $U$ or $V$ having just one element $u$ or $v$, respectively.


## Terminology.

- All structures are commutative, and rings have an identity element 1.
- A monoid is a semigroup with identity.
- A monoid with zero is called cancellative if its nonzero elements form a cancellative monoid and 0 -cancellative if $x z=y z \neq 0$ implies $x=y$ for all $x, y, z$.
- The natural quasi-order on a monoid $S$ is the relation defined by divisibility: $a \leq b \Longleftrightarrow a S \supseteq b S \Longleftrightarrow a \mid b$. If this quasi-order is a partial order, then we speak of natural partial order and call the monoid a naturally partially ordered monoid. In such a monoid, 1 is the unique invertible element, or equivalently, 1 is multiplicatively irreducible (i.e., $a b=1$ iff $a=1=b$ for all $a, b \in S$ ).
- An element $s$ of a partially ordered monoid $S$ is said to be positive if $s \geq 1$. The set $S^{+}$of positive elements is a submonoid called the positive cone of $S$. Clearly, every element is positive in a naturally partially ordered monoid.
- An $l$-monoid is a lattice-ordered monoid $S$ in which multiplication distributes over the lattice operations: $c(a \wedge b)=c a \wedge c b$ and $c(a \vee b)=c a \vee c b$ for all $a, b, c \in S$.
- A distributive l-monoid is an l-monoid whose underlying lattice is distributive.
- A $D$-monoid is a distributive $l$-monoid with a 0 element whose order is the natural partial order.
It is obvious that the positive cone of an abelian lattice-ordered group together with a zero element is a $D$-monoid. However, in contrast to lattice-ordered groups, if we consider a lattice-ordered monoid with zero whose underlying lattice is distributive and in which multiplication distributes over the lattice operations, then its positive elements need not form a $D$-monoid. In other words, the induced order on positive elements is not necessarily the natural one, as was shown in [5], Chapter XIV.4]. In order for this induced order to be the natural one, a mild but decisive condition is needed (see the following proposition), which characterizes $D$ monoids among $m$-semilattices (see [5, Chapter XIV.4]); this latter structure was first studied in [15].

Proposition 1.1. If $S$ is a distributive l-monoid, then $S^{+}$is a $D$-monoid if and only if, for all $a, b \in S^{+}, a \wedge b=a$ implies $b=a x$ for some $x \in S$.

Proof. All we have to prove is that this element $x$ can be chosen from $S^{+}$. Indeed, if both $a, b \geq 1$ and $a \wedge b=a$, and $b=a x$ for some $x$, then $c=x \vee 1 \geq 1$ and $a c=a(x \vee 1)=a x \vee a=b \vee a=b$.

Note that our definition of $D$-monoids is redundant and is given in this form for the sake of better readability. In fact, we have:

Proposition 1.2 (Bosbach [7, 2.7-2.11]). If a monoid $S$ with 0 is a meet semilattice under the natural order such that products are distributive over meets, then $S$ is a distributive lattice, multiplication also distributes over joins, and $a \wedge b=1$ implies $a \vee b=a b$.

For the reader's sake we include the proof.
Proof. Given any two elements $a, b \in S$, put $d=a \wedge b, a=d a_{1}, b=d b_{1}$. We claim that the element $a b_{1}=d a_{1} b_{1}=a_{1} b$ is the least upper bound $a \vee b$ of $a$ and $b$. For, if $c \geq a, b$, then write $c=a c_{1}$, and $b=b \wedge c \wedge b c_{1}=b \wedge a c_{1} \wedge b c_{1}=d b_{1} \wedge(a \wedge b) c_{1}=$ $d\left(b_{1} \wedge c_{1}\right)$ implies $b a_{1}=d a_{1}\left(b_{1} \wedge c_{1}\right)=a\left(b_{1} \wedge c_{1}\right) \leq a c_{1}=c$. Thus $S$ is a lattice, and it is clear that multiplication distributes over this join. To show that $S$ is a distributive lattice, it is enough to check the inequality $y=(a \vee b) \wedge(a \vee c) \leq$ $a \vee(b \wedge c)=x$ for arbitrary $a, b, c \in S$. Indeed, if $d=a \wedge b \wedge c, a=d a_{1}$ for some
$a_{1} \in S$, then $x=a_{1}(b \wedge c)=a_{1} b \wedge a_{1} c \geq y$ holds in view of $a \vee b \leq a_{1} b, a \vee c \leq a_{1} c$. From the above presentation of the join it follows immediately that $a \wedge b=1$ implies $a \vee b=a b$.

The implication $a \wedge b=1 \Longrightarrow a \vee b=a b$ will often be used in the sequel, without mentioning it explicitly.

There are several classes of semigroups modelled on divisibility in a domain. One of these is the divisibility monoids introduced in Birkhoff's book [5]. This is a monoid equipped with the natural partial order. However, divisibility monoids in this sense cannot, in general, be realized as monoids of principal ideals of a commutative ring even if the order is total. Indeed, if the principal ideals of a commutative ring form a chain, then their monoid is 0 -cancellative, but a naturally totally ordered monoid with 0 need not be 0 -cancellative (see Clifford [13]). A more satisfactory generalization of the positive cone of a lattice-ordered group was introduced by Bosbach [7]. The notion we are going to use, namely Bezout monoid, or simply $B$-monoid, evolved over the decades in his works and culminated in the positive hyper-normal commutative divisibility semigroups with 0 and 1 (see in 9, Section 4]).

Definition 1.3. A monoid $S$ is said to be hyper-normal if for any $a=a e \in S$ and $b \in a S$ there is $z \in S$ such that $b=a z$ and $S$ is the unique principal ideal containing both $e$ and $z$.

In a $D$-monoid $S$, hyper-normality has a formally stronger but equivalent form. (In fact, this is how Bosbach defined hyper-normality, and he also showed the equivalence of the two conditions in a $D$-monoid in [9, Lemma 4.2].) First of all notice that, in a $D$-monoid, the fact that $S$ is the unique principal ideal containing both $e$ and $z$ is simply expressed by $e \wedge z=1$.

Proposition 1.4 (cf. Bosbach [9, Lemma 4.2]). A D-monoid $S$ is hyper-normal if and only if, for any $x, y \in S$, if $d=x \wedge y$ and $d x_{1}=x$, then there is a $y_{1} \in S$ with $d y_{1}=y$ and $x_{1} \wedge y_{1}=1$.

Proof. Definition 1.3 is the special case of the condition in our statement for $d=x$, as seen by putting $a=d=x, b=y, e=x_{1}, z=y_{1}$. Conversely, if a $D$-monoid $S$ is hyper-normal in the sense of Definition 1.3 and $d=x \wedge y=d\left(x_{1} \wedge y_{2}\right) \leq$ $b=d y_{2}, x=d x_{1}$, then one has $b=d z$ with $1=\left(x_{1} \wedge y_{2}\right) \wedge z=x_{1} \wedge\left(y_{2} \wedge z\right)$ and $b=d y_{2}=d z=d\left(y_{2} \wedge z\right)$, which implies hyper-normality in the above stronger form with $y_{1}=y_{2} \wedge z$.

This stronger form of hyper-normality corresponds formally to an elementary result in number theory: one can take out the greatest common divisor to obtain coprime natural numbers. However, one has to be very careful in dealing with this idea. A Bezout ring satisfying hyper-normality for elements instead of principal ideals is called Hermitian. But not every Bezout ring is Hermitian; see e.g. [18, Example 3.4].

Notice that the semigroup of divisibility of an arbitrary ring is hyper-normal even if the principal ideals do not form a lattice, in which case they do not form a $D$-monoid. For, if $R$ is an arbitrary ring, then $a R \cdot e R=a R$ implies $a=a e c$ for some $c \in R$, and if $a R \leq b R$, that is, $b \in a R$, then $b=a x$ for some $x \in R$. Hence $a x=a(e c+e c x-1)$, and therefore $a R \supseteq b R=a x R=a R \cdot[e(c+c x)-1] R$ and
$[e(c+c x)-1] R+e R=R$. We do not know if the semigroup of finitely generated ideals of an arbitrary commutative ring is hyper-normal.
Definition 1.5. A Bezout monoid, or B-monoid for short, is a hyper-normal $D$ monoid.

It is obvious that the positive cone of an abelian lattice-ordered group together with a zero element is a $B$-monoid. Another source of examples is arithmetical rings, a notion introduced by Fuchs [16.

Recall that a ring is said to be arithmetical if its ideals form a distributive lattice. Arithmetical rings are, among others, the subject of a series of exercises in the books of Gilmer [19] (25.19) and Larsen and McCarthy [30] (IV.18). In fact, most of these results go back to Jensen. In particular, Theorem 2 of Jensen [26] says that a ring is arithmetical if and only if, for any pair of ideals $A, B$ such that $A \subseteq B$ and $B$ is finitely generated, there exists an ideal $C$ for which $A=B C$. Since every ideal is the union of the finitely generated ideals contained in it, this characterization remains valid if $A$ and $C$ are also required to be finitely generated, and thus an equivalent version of Jensen's theorem states that a ring is arithmetical if and only if the partial order in the monoid of finitely generated ideals ordered by reverse inclusion is the natural one. As an easy consequence of this result, one can obtain examples of $B$-monoids using the following assertion, which can be seen immediately from results of Anderson [2] and Bosbach [9]. However, for the reader's sake we include a direct proof based on Jensen's theorem.

Proposition 1.6. The semigroup $S$ of finitely generated ideals in a ring $R$ is $a$ $B$-monoid if and only if $R$ is an arithmetical ring. In particular, the semigroup of divisibility of a Bezout ring is a $B$-monoid.
Proof. Let $S$ be the monoid of finitely generated ideals in a ring $R$. If $S$ is a $B$-monoid, then $R$ is arithmetical by Jensen's theorem. Conversely, if $R$ is arithmetical, then, under the partial order defined by reverse inclusion, $A \wedge B=A+B$ for any $A, B \in S$. Hence $S$ is a meet semilattice, and $C(A \wedge B)=(C A \wedge C B)$ for all $A, B, C \in S$. By Proposition 1.2 it follows that $S$ is a distributive lattice, where the join also commutes with multiplication. To prove that it is a $B$-monoid, we have to verify that $S$ is hyper-normal. Let $I, J, K$ be finitely generated ideals with $K \subseteq I J=I$. Again by Jensen's theorem the equality $K=I(K: I)$ holds. Consequently, by Proposition 1.4 it suffices to show that $R=J+(K: I)$. For any maximal ideal $M$ of $R$, the Nakayama Lemma implies $J_{M}=R_{M}$ in the case $I_{M} \neq 0$ in view of the equality $I_{M}=(I J)_{M}=I_{M} J_{M}$. Therefore the equality $[J+(K: I)]_{M}=J_{M}+\left(K_{M}: I_{M}\right)=R_{M}$ holds because by using [26, Lemma on p. 116] we have $(K: I)_{M}=\left(K_{M}: I_{M}\right)$, hence $R=J+(K: I)$.

The following statement might be known to experts in commutative algebra, although we could not find any explicit reference. The statement is known for Bezout rings (see Larsen, Lewis and Shores [29]), and then the more general statement for arithmetical rings follows by Anderson [2, Corollary 8.1]. For Prüfer domains and regular rings, which are semihereditary and hence coherent, it is an obvious consequence of the characterization of coherent rings in [37, Proposition I.13.3]. Here we give a simple direct proof. Note that the procedure described in the proof of Proposition 1.2 for getting the join of two elements in a $B$-monoid also gives a way to find generators for the intersection of two finitely generated ideals in an arithmetical ring.

Proposition 1.7. The intersection of two finitely generated ideals in an arithmetical ring is again finitely generated.

Proof. Let $R$ be an arithmetical ring, and consider the lattice of its finitely generated ideals. Since the natural order coincides with reverse inclusion, it follows that, for any two finitely generated ideals $A, B$ of $R, A \vee B$ is the greatest finitely generated ideal contained in $A \cap B$. However, this implies $A \vee B=A \cap B$ since $A \cap B$ is the union of its finitely generated ideals.

We continue with examples for $B$-monoids.

## Examples 1.8.

(1) The best known examples for $B$-monoids are semigroups of divisibility of Bezout rings; see Proposition 1.6. Examples for Bezout rings include valuation rings as well as Bezout domains and their factor rings. Notice, however, that not all Bezout rings can be obtained as factor rings of Bezout domains - this fails even for valuation rings, as shown by the example constructed by Fuchs and Salce [17]. To get more sophisticated examples of Bezout rings we can use a pull-back construction. To this end let $V$ be a valuation ring (not necessarily a domain) with residue field $K$, and take a Bezout subring $C$ of $K$ whose field of quotients is $K$. Then the inverse image of $C$ under the canonical surjection $V \rightarrow K$ is a Bezout ring, and so is any of its factor rings. In this way one can obtain Bezout rings with interesting properties, e.g., Bezout rings with a minimal prime ideal which is a direct sum of (possibly infinitely many) valuation modules (see [36]) or elementary divisor domains which are not adequate domains (cf. [22, Example 1]).

Bezout rings and their proper subclasses like those of Hermitian rings or of elementary divisor rings, etc., appear naturally in Kaplansky's treatment of diagonalization of not necessarily square matrices and, in particular, of elementary divisor rings. He left it open if they are in fact proper subclasses of Bezout rings. Gillman and Henriksen [18] defined subclasses of completely regular Hausdorff spaces $X$ by requiring that the corresponding ring $C(X)$ of all continuous real-valued functions defined on $X$ be Bezout, Hermitian, von Neumann regular, or elementary divisor rings. In this way they obtained the notions of $F-, T-, P$ - and $D$-spaces, respectively, and showed that these form pairwise different classes of topological spaces, thereby answering positively the algebraic questions which have arisen in the above-mentioned theory of Kaplansky. For more information and further examples about Bezout rings, see e.g. [18], [27, [29].
(2) In the special case of a Prüfer domain (in particular, in a Dedekind domain) the $B$-monoid of finitely generated ideals is cancellative.
(3) Semigroups of divisibility of unique factorization domains or, more generally, of greatest common divisor domains are also $B$-monoids with GCD and LCM as $\wedge$ and $\vee$, respectively. Such is, in particular, every polynomial ring in an arbitrary number of indeterminates over a field. Thus, although in all the examples listed above the join operation is given by the intersection of the corresponding ideals, meets need not be the generated ideals, as we have seen in the introduction.
(4) Several classes of $D$-monoids have been defined by means of their arithmetics (calculation rules) and extensively investigated mainly for their decomposition and extension properties by Bosbach. Among these, complementary semigroups [6] and bricks [8] are $B$-monoids. (Moreover, every brick is isomorphic to the divisibility structure of some Bezout ring [8].)
Remarks 1.9.
(1) In view of Proposition 1.6 it is natural to ask if every $B$-monoid can be obtained as the semigroup of finitely generated ideals of an arithmetical ring partially ordered by reverse inclusion. By Anderson [2, Corollary 8.1], this is equivalent to the seemingly stronger question as to whether every $B$-monoid can be realized as the semigroup of divisibility of an appropriate Bezout ring.
(2) The semigroup of finitely generated ideals in certain coherent rings, e.g., in non-Dedekind noetherian domains, shows that the order induced by reverse inclusion in the semigroup of finitely generated ideals is, in general, not the natural partial order in view of 26] Theorem 2. In addition, in the semigroup of ideals of a non-Dedekind noetherian domain, multiplication is distributive over meets (i.e., over sums of ideals) but not necessarily over joins, i.e., over set-theoretic intersections of ideals; this lattice-ordered semigroup is neither distributive nor cancellative. In fact, by Jensen 25, Lemma 2], a domain is a Prüfer domain iff ideal multiplication is distributive over set-theoretic intersections (i.e., joins) of ideals. Moreover, there are non-arithmetical rings (necessarily with non-zero nilpotent elements) such that ideal multiplication is distributive over intersections of ideals. See also [30, Theorem 10.18].
The following simple properties of $B$-monoids will be extremely important for our investigations. The first of them is obtained by easy induction based on hypernormality, and we omit its proof.

Proposition 1.10. Let $S$ be a $B$-monoid and let $s=s_{1} \wedge \cdots \wedge s_{n}$ in $S, n \geq 2$. Then there exist elements $t_{1}, \ldots, t_{n} \in S$ such that $t_{1} \wedge \cdots \wedge t_{n}=1$ and, for $i=1, \ldots, n$, $s_{i}=s t_{i}$.
Lemma 1.11. In a $B$-monoid $S$, $\bigwedge_{i=1}^{n} a_{i}=1$ implies $\bigwedge_{i=1}^{n} a_{i}^{m_{i}}=1$ for arbitrary $m_{i} \in \mathbb{N}$. In particular, for any $a, b$ it holds that $(a \wedge b)^{n}=a^{n} \wedge b^{n},(a \vee b)^{n}=$ $a^{n} \vee b^{n}$. Likewise, given arbitrary $a_{1}, \ldots, a_{n}, b_{1}, \ldots, b_{m}$, if $a_{i} \wedge b_{j}=1$ for all $i, j$, then $a_{1} \cdots a_{n} \wedge b_{1} \cdots b_{m}=1$.

Proof. If $m$ is the maximum of the $m_{i}$, then

$$
\bigwedge_{i=1}^{n} a_{i}^{m_{i}} \leq \bigwedge_{i=1}^{n} a_{i}^{m} \leq\left(\bigwedge_{i=1}^{n} a_{i}\right)^{n(m-1)+1}=1
$$

whence $\bigwedge_{i=1}^{n} a_{i}^{m_{i}}=1$ follows. Next, for arbitrary $a, b$ let $d=a \wedge b, a=d a_{1}, b=$ $d b_{1}, a_{1} \wedge b_{1}=1$ for appropriate $a_{1}, b_{1} \in S$. By the foregoing we have $a^{n} \wedge b^{n}=d^{n} a_{1}^{n} \wedge$ $d^{n} b_{1}^{n}=d^{n}\left(a_{1}^{n} \wedge b_{1}^{n}\right)=d^{n}=(a \wedge b)^{n}$ and $(a \vee b)^{n}=d^{n} a_{1}^{n} b_{1}^{n}=d^{n}\left(a_{1}^{n} \vee b_{1}^{n}\right)=a^{n} \vee b^{n}$. The proof of the last claim is similar.

Proposition 1.12. If 1 is a meet-irreducible element of a $B$-monoid $S$, i.e., $s \wedge t=$ 1 implies $s=1$ or $t=1$, then $S$ is a 0 -cancellative chain.

Proof. Take arbitrary elements $s_{1}, s_{2} \in S$ and put $s=s_{1} \wedge s_{2}$. Then there exist $t_{1}, t_{2} \in S$ such that $s_{1}=s t_{1}$ and $s_{2}=s t_{2}$ with $t_{1} \wedge t_{2}=1$. Hence $s=s_{1}$ or $s=s_{2}$, that is, $s_{1}$ and $s_{2}$ are comparable. Thus $S$ is a chain.

Let $a x=a y \neq 0$. Put $d=x \wedge y \leq x \vee y=d b$ and $c=a d$. The equality $a d=a(x \wedge y)=a x \wedge a y=a x \vee a y=a(x \vee y)=a d b \neq 0$ implies $b c=c \neq 0$. By hyper-normality there is an $e$ with $b \wedge e=1$ and $c e=0$. Thus $e \neq 1$ and so $b=1$, i.e., $x=y$, because 1 is meet-irreducible.

Remark 1.13. Notice the importance of hyper-normality here: the assertion does not hold for $D$-monoids in place of $B$-monoids. For example, an infinite set and its finite subsets form a $D$-monoid under set-theoretic intersection as multiplication and set-theoretic union as meet, which is not a chain although 1 is obviously meetirreducible. Hence the class of $B$-monoids does not form a variety, being not closed under subalgebras.

The following simple assertion underlines the importance of hyper-normality.
Proposition 1.14. If $S$ is a $B$-monoid, then the set $B(S)$ of all idempotents in $S$ is a Boolean algebra.
Proof. For $e, f \in B(S)$ one easily checks that $e \wedge f, e \vee f \in B(S)$, i.e, $B(S)$ is a (distributive) sublattice of $S$. For each $e \in B(S)$, the equality $e=e^{2} \leq 0$ implies by hyper-normality the existence of an element $f \in S$ with ef $=0, e \wedge f=1$. Therefore $f^{2}=f \in B(S)$ and $e \vee f=0$. Thus $f$ is the complement of $e$ and $B(S)$ is indeed a Boolean algebra.

Remark 1.15. In view of this result one can speak about the orthogonal complement of an idempotent in a $B$-monoid.

Proposition 1.16. Let $e, f$ be idempotents in a $B$-monoid $S$. Then $e \vee f=e f$.
Proof. Let $e, f \leq g \in S$. The natural order implies $g e=g=g f$. Hence $e f \leq$ $g e f=g$, which completes the proof.

## 2. Filters, $m$-Prime filters and homomorphisms

In this section we develop the analogues of the ring concepts of ideal, prime ideal, radical and localization for $B$-monoids, culminating in the description of congruences and homomorphisms of $B$-monoids. The notion of ideals and prime ideals in semigroup theory will not be subtle enough for this purpose in $B$-monoids. For example, the semigroup $\mathbb{N}$ of non-negative integers under multiplication has uncountably many ideals, but as a $B$-monoid, i.e., endowed with the natural partial order, it has only countably many filters in the lattice theoretical sense - filters correspond to the elements of $\mathbb{N}$. This observation shows that filters may play a more natural role in the theory of $B$-monoids than semigroup ideals or semigroup prime ideals; it is filters which may complete the similarity between $B$-monoids and the multiplicative theory (i.e., the division relation) of Bezout rings. Indeed, finitely generated filters are principal in $B$-monoids.

In what follows, $S$ will always stand for a $B$-monoid. Recall that a filter is a subset $F \subseteq S$ closed under meets and 'greater': if $a, b \in F$, then $a \wedge b \in F$, and for $c \in F$, if $a \leq c$, then $c \in F$ also. Thus filters are also semigroup ideals of $S$. Clearly, if $F$ is a filter and $x \in S$, then $x F$ and $F: x$ are filters. Also recall that a filter $F$ is $\vee$-irreducible if $a \vee b \in F$ implies $a \in F$ or $b \in F$. For our purposes
we need a stronger combination of the lattice and the multiplicative structures: we unify the notion of semigroup prime ideals and $\vee$-irreducible filters as follows.
Definition 2.1. A filter $F$ of $S$ is said to be m-prime if $F \neq S$ and if $a b \in F$ implies $a \in F$ or $b \in F$. Since $a \vee b \leq a b$ always holds in a $B$-monoid, an $m$-prime filter is necessarily $\vee$-irreducible.

Note that in most textbooks on lattice theory $\vee$-irreducible filters are called prime filters or sometimes dual prime ideals. However, these names would be less appropriate for us because we shall need the multiplicative prime property. For instance, all filters in a chain are $\vee$-irreducible, but in a totally ordered $B$-monoid not all $\vee$-irreducible filters are prime ideals under multiplication (i.e., m-prime filters).

If $X \subseteq S$, then the set
$X_{f}=\left\{x \in S \mid\right.$ there exist $r \in \mathbb{N}$ and $x_{1}, \ldots, x_{r} \in X$ such that $\left.x \geq x_{1} \wedge \cdots \wedge x_{r}\right\}$
is the smallest filter containing $X$, and the map $f=\left(X \mapsto X_{f}\right)$ is an ideal system (Aubert $x$-system) on $S$ (as dealt with in Part A of Halter-Koch's book [21]). The $m$-prime filters are just the prime $f$-ideals. Several results proved in the sequel (in particular those concerning $m$-prime filters) are in fact consequences of the general theory of ideal systems. However, in order to be self-contained, we include their easy proofs.

For arbitrary subsets $U, V \subseteq S$, set

$$
\begin{gathered}
U \wedge V=\{u \wedge v \mid u \in U, v \in V\}, U \vee V=\{u \vee v \mid u \in U, v \in V\} \\
U^{\perp}=\{s \in S \mid s U=0\}
\end{gathered}
$$

hence $U \wedge V, U \vee V$ are filters if $U, V$ are filters. In particular, $U^{\perp}(=0: U)$ is a filter for any subset $U$. For the sake of simplicity we write $u \wedge V, u \vee V$ and $u^{\perp}$ in the case $U$ is a subset with just one element $u$. We shall need some easy folklore results, which we nevertheless prove for the reader's sake. Krull's separation trick (well known for both commutative rings and distributive lattices) gives immediately:

Proposition 2.2. Let $P$ be a subset of $S, F_{0}$ a filter such that $F_{0} \cap P=\varnothing$ and $\Omega$ the set of all filters $F$ such that $F_{0} \subseteq F$ and $F \cap P=\varnothing$. Then $\Omega$ possesses maximal elements (with respect to inclusion), and if $F$ is such a maximal element, then:
(1) If $P$ is closed under $\vee$, then $F$ is $\vee$-irreducible.
(2) If $P$ is multiplicatively closed, then $F$ is m-prime. In particular, every maximal filter is m-prime.
Proof. Clearly, $\Omega$ has maximal elements by the Zorn Lemma. Notice that, for a filter $F$ and an element $a \in S$, the smallest filter containing $F$ and $a$ is $a S \wedge F$.
(1) Assume that $P$ is closed under $\vee$ and $x \vee y \in F, x, y \notin F$. Maximality of $F$ implies that there are $a, b \in F$ and $s, t \in S$ such that $x s \wedge a, y t \wedge b \in P$. Consequently,

$$
\begin{aligned}
P \ni(x s \wedge a) \vee(y t \wedge b) & =(x s \vee y t) \wedge(x s \vee b) \wedge(a \vee y t) \wedge(a \vee b) \\
& \geq(x \vee y) \wedge(x s \vee b) \wedge(a \vee y t) \wedge(a \vee b) \in F,
\end{aligned}
$$

a contradiction.
(2) Assume that $P$ is multiplicatively closed, $a b \in F$ and both $a S \wedge F, b S \wedge F$ contain $F$ properly. Then there are elements $x, y \in S$ and $u, v \in F$ such that $a x \wedge u, b y \wedge v \in P$, and hence we have $(a x \wedge u)(b y \wedge v) \in F \cap P$, a contradiction.

As in the case of rings one can define the Jacobson radical of $S$ as the (set-theoreical) intersection of all maximal filters and the nil radical as the (set-theoretical) intersection of all $m$-prime filters. We call a $B$-monoid semiprime or reduced if its nil radical is 0 . More generally, the radical $I(F)$ of a filter $F$ is defined as the intersection of all $m$-prime filters containing $F$. In view of Proposition 2.2 we obtain the following result in the same way as for rings.

Corollary 2.3. For any filter $F$ of a B-monoid, its radical $I(F)$ consists of all elements $s \in S$ with $s^{n} \in F$ for some $n \in \mathbb{N}$. In particular, the nil radical is just the set of all nilpotent elements.

Definition 2.4. If the radical $I(F)$ of a filter $F$ is an $m$-prime filter $P$, then $F$ is called a primary filter, or more precisely, a $P$-primary filter. If 0 is a primary filter, then $S$ is called a primary $B$-monoid. Clearly, $S$ is a primary $B$-monoid iff $I(0)$ is the smallest $m$-prime filter of $S$.

Proposition 2.5. If $F$ is a $\vee$-irreducible filter in a $B$-monoid $S$, then $I(F)$ is the smallest $m$-prime filter containing $F$.
Proof. By Corollary $2.3 a b \in I(F)$ means $(a b)^{n} \in F$ for some $n \in \mathbb{N}$. Therefore $F \ni(a b)^{n} \leq(a \vee b)^{2 n}=a^{2 n} \vee b^{2 n} \in F$, and hence either $a^{2 n} \in F$ or $b^{2 n} \in F$, i.e., either $a \in \bar{I}(F)$ or $b \in I(F)$. Thus $I(F)$ is an $m$-prime filter. The minimality of $I(F)$ is clear.

Proposition 2.6. If a multiplicative prime ideal I of $S$ is not a filter, then every element of $S$ is a meet of (two) elements from $I$.

Proof. If $I$ is not a filter, then it is not closed under $\wedge$, and hence there exist $c_{1}, c_{2} \in I$ such that $c_{1} \wedge c_{2}=c \notin I$. Now, by hyper-normality, there exist elements $d_{1}, d_{2} \in S$ with $d_{1} \wedge d_{2}=1$ and $c_{i}=c d_{i}, i=1,2$. By our assumptions, $d_{1}$ and $d_{2}$ and hence all their multiples must belong to $I$, and for every element $x \in S$ we have $x=x d_{1} \wedge x d_{2}$ with $x d_{1}, x d_{2} \in I$.

Remark 2.7. The condition $a b=1 \Longrightarrow a=1=b$ implies that $S \backslash 1$ is always a prime ideal, but it is usually not closed under meets. The most obvious example is the $B$-monoid of non-negative integers under multiplication.

Here we collect some basic, interesting results on $B$-monoids which are known for finitely generated ideals of arithmetical rings (cf. [37, [12]).

Proposition 2.8. For arbitrary $a, b \in S$ one has

$$
(S a: b) \wedge(S b: a)=S
$$

Proof. Put $d=a \wedge b=d\left(a_{1} \wedge b_{1}\right), a=d a_{1}, b=d b_{1}, a_{1} \wedge b_{1}=1$ by using hypernormality. Then $d a_{1} b_{1}=a b_{1}=b a_{1}$, and hence $a_{1} \in(S a: b), b_{1} \in(S b: a)$ satisfying $a_{1} \wedge b_{1}=1$, and the assertion follows.

Remark 2.9. This result is not true for $D$-monoids: consider the example defined in Remark 1.13. Due to the lack of hyper-normality, several 'nice' properties of arithmetical rings do not carry over to $D$-monoids, in contrast to $B$-monoids.

Corollary 2.10. If $P$ and $Q$ are m-prime filters of $S$, then either $P \subseteq Q$ or $Q \subseteq P$ or $P \wedge Q=S$. In particular, every m-prime filter contains a unique minimal mprime filter. If $P$ is an $m$-prime filter contained in the Jacobson radical, then
for every element $a \in S$, either $a \in P$ or $P \subseteq S a$. Moreover, in this case $S$ is indecomposable, i.e., 1 and 0 are the only idempotents in $S$, and the nil radical of $S$ is the smallest m-prime filter of $S$.
Proof. Suppose that $P \nsubseteq Q$ and $Q \nsubseteq P$. Then there exist $p \in P \backslash Q, q \in Q \backslash P$. This implies $(S p: q) \subseteq P,(S q: p) \subseteq Q$, and hence $P \wedge Q=S$.

Suppose that an $m$-prime filter $P$ is contained in the Jacobson radical of $S$ and $a \notin P$. Then for any $p \in P$ we have the inclusion $(S p: a) \subseteq P$, and hence $P \wedge(S a: p) \supseteq(S p: a) \wedge(S a: p)=S$, which implies $(S a: p)=S$, i.e., $p \in S a$. Therefore in this case the prime ideals contained in the Jacobson radical form a chain, from which the other statements follow.

Proposition 2.2 provides ways to construct $m$-prime filters. The following result emphasizes the importance of $m$-prime filters. We call a $B$-monoid $S$ local if it has a unique maximal filter (maximal filters are understood to be different from $S$ ), or, equivalently, $S \backslash 1$ is a filter, or again, $x \wedge y=1$ if and only if $x=1$ or $y=1$. In view of Proposition 1.12, local $B$-monoids are 0 -cancellative chains. Homomorphisms or congruences of $B$-monoids are meant in the sense of lattice-ordered semigroups or, equivalently (in view of Proposition 1.2), of multiplicative meet semilattices. Recall that, for a semigroup $S$ and an ideal $I$ of $S$, the Rees factor of $S$ by $I$ is the factor semigroup of $S$ by the congruence whose only non-singleton class is $I$.

Theorem 2.11. Let $T$ be a local B-monoid and $\varphi: S \longrightarrow T$ be a surjective homomorphism from a B-monoid $S$ onto $T$. Put $F=\{x \in S \mid \varphi(x) \neq 1\}$, $Q=\{x \in S \mid \varphi(x)=0\}$, and $K=\{x \in S \mid \exists s \notin F: s x=0\}$. Then $F \supseteq Q \supseteq K$ are filters and $F$ is m-prime. Moreover, we have for all $x, y \in S$ :

$$
\varphi(x)=\varphi(y) \neq 0 \text { if and only if }
$$

$$
x, y \notin Q \text { and there is an } s \notin F \text { with } x \leq y s \text { and } y \leq x s
$$

Conversely, for every m-prime filter $F$ the relation $\cong$ defined between the elements $x, y \in S$ by

$$
\begin{equation*}
x \cong y \Longleftrightarrow \exists s \notin F: x \leq y s \text { and } y \leq x s \tag{*}
\end{equation*}
$$

is a congruence relation whose corresponding factor semigroup $S_{F}$ is a totally ordered B-monoid, and the congruence class of 0 is $K=\{x \in S \mid \exists s \notin F: s x=0\}$. In particular, if $\varphi: S \longrightarrow T$ is as above, then $T$ is the Rees factor of $S_{F}$ by the image $Q_{F}$ of $Q$ in $S_{F}$, and every local B-monoid factor of $S$ can be obtained in this manner.

Proof. Clearly, $F$ is an $m$-prime filter and $Q, K$ are filters. Assume $\varphi(x)=\varphi(y) \neq$ 0 . Then $x, y$ are not in $Q$. Let $d=x \wedge y=d\left(x_{1} \wedge y_{1}\right), x_{1} \wedge y_{1}=1, x=d x_{1}, y=d y_{1}$. The equalities $\varphi(d)=\varphi(x)=\varphi(y)=\varphi(x \vee y)=\varphi\left(d x_{1} y_{1}\right)=\varphi(d) \varphi\left(x_{1} y_{1}\right) \neq 0$ imply $\varphi\left(x_{1} y_{1}\right)=1$, and hence for $s=x_{1} y_{1} \notin F$ we have $x \leq x \vee y=y x_{1} \leq$ $y s, y \leq x \vee y=x y_{1} \leq x s$, from which the first part of the theorem follows. For the second part, it is straightforward to check that $(*)$ is a congruence of $S$, hence $S_{F}$ is a distributive $l$-monoid. For the sake of convenience we will denote by $z_{F}$ the image of $z$ in $S_{F}$. For any two $a, b \in S$ let $d=a \wedge b, a=d a_{1}, b=d b_{1}, a_{1} \wedge b_{1}=1$ with appropriate $a_{1}, b_{1} \in S$. Then at least one of $a_{1}, b_{1}$ is not contained in $F$, hence $a_{F}, b_{F}$ are comparable, i.e., $S_{F}$ is totally ordered. An equality $a_{F}=a_{F} \wedge b_{F}$ implies $a_{F}=d_{F}$ and $b_{F}=\left(d b_{1}\right)_{F}=d_{F}\left(b_{1}\right)_{F}=a_{F}\left(b_{1}\right)_{F}$, that is, $a_{F} \mid b_{F}$. Likewise, $a_{F} \mid b_{F}$, that is, $a_{F} c_{F}=b_{F}$ for some $c \in S$ means that $a c \leq b s$ and $b \leq a c s$
for some $s \notin F$, whence $a \leq b s$, which implies $a_{F} \leq b_{F}$. This shows that the induced order in $S_{F}$ is natural. Finally, for hyper-normality assume $a_{F} c_{F}=b_{F}$ and $a_{F} e_{F}=a_{F}$ for some $c$ and $e$ in $S$. By definition we have $a e \leq a s$ for some $s \notin F$. Then $e \wedge s=d \notin F$ holds by $d \leq s \notin F$ and $e=d u$ for some $u$. Moreover, $a d u=a e=a e \wedge a s=a(e \wedge s)=a d$. Thus, hyper-normality of $S$ implies the existence of an element $t$ such that $a d=a d u=a e \leq a c s=a d t$ and $u \wedge t=1$. Consequently we have $b_{F}=(a c)_{F}=(a c s)_{F}=(a d t)_{F}=a_{F} t_{F}$ and $(e \wedge t)_{F}=(d u \wedge t)_{F} \leq d_{F}(u \wedge t)_{F}=d_{F}=1$, which shows that $S_{F}$ is hyper-normal.

The last claim is now obvious.
Remarks 2.12. (1) For an $m$-prime filter $F$ the factor of $S$ by the congruence (*) is called the localization $S_{F}$ of $S$ at $F$ (sending $S \backslash F$ to 1) after the classical notion of localization at prime ideals in commutative algebra.
(2) This kind of localization or, equivalently, congruence can be defined in a more general form; see [9, Proposition 0.9].
(3) One of the main aims of this section is a description of all homomorphisms between $B$-semigroups. In doing this, we do not proceed directly. We start from a distributive $l$-semigroup congruence on the given $B$-monoid and then check that the resulting factor satisfies two conditions: naturality of the induced partial order and hyper-normality. Some related results on homomorphisms between distributive $l$-semigroups can be found in [7] and [9. A general description of homomorphisms between $B$-semigroups will be given in Theorem 2.26 below.

Proposition 2.13. Localizations (i.e., congruences of the kind (*)) on a B-monoid $S$ permute. That is, if we denote by $\Phi_{F}$ the congruence (*) belonging to an m-prime filter $F$, and $F, F^{\prime}$ are m-prime filters on $S$, then we have $\Phi_{F} \circ \Phi_{F^{\prime}}=\Phi_{F^{\prime}} \circ \Phi_{F}$, where $\circ$ denotes the relational product.

Proof. Let $x \Phi_{F} y$ with $s \notin F$ such that $x \leq y s, y \leq x s$, and $y \Phi_{F^{\prime}} z$ with $t \notin F^{\prime}$ such that $y \leq z t, z \leq y t$. Put $u=x t \wedge z s$; then $x \Phi_{F^{\prime}} u$ since $u \leq x t$ is clear and $u t=x t^{2} \wedge z s t \geq x t^{2} \wedge y s \geq x t^{2} \wedge x=x$, and $u \Phi_{F} z$ since $u \leq z s$ is clear and $u s w=x t s \wedge z s^{2} \geq y t \wedge z s^{2} \geq z \wedge z s^{2}=z$.

Remark 2.14. This shows that the congruences which we will use in the Grothen-dieck-type sheaf representation of $B$-monoids (see Theorem 4.10) permute.

The following theorem stresses the importance of filters by marking the parallelism of certain congruences of $B$-monoids with ideals in ring theory. Although Rees factors are suitable for working with 0-cancellative naturally totally ordered semigroups, i.e., with local $B$-monoids, they are not appropriate for dealing with general $B$-monoids. Our next result makes this situation clear.

Theorem 2.15. Let $S$ be a $B$-monoid and $F$ be any filter. Then

$$
\begin{equation*}
x \cong y \Longleftrightarrow \exists s \in F: x \wedge s=y \wedge s, x, y, \in S \tag{**}
\end{equation*}
$$

defines a congruence of $S$ whose factor $S / F$ is again a $B$-semigroup, called the factor $B$-monoid of $S$ by the filter $F$.
Proof. It is well known from lattice theory that $(* *)$ is a lattice congruence. Moreover, it is straightforward to see that it is indeed a congruence of $S$. The image of an arbitrary element $a \in S$ in $S / F$ will be denoted by $\bar{a}$. First, we show the
naturality of the induced order on $S / F$. Let $\bar{a} \wedge \bar{b}=\bar{a}$; then $\bar{d}=\bar{a}$ for $d=a \wedge b$ and hence $b=d c$ for some $c$, so $\bar{b}=\overline{d c}=\bar{d} \bar{c}=\bar{a} \bar{c}$. Conversely, the equality $\bar{b}=\bar{a} \bar{c}=\overline{a c}$ for some $a, b, c \in S$ means that $b \wedge s=a c \wedge s$ for some $s \in F$. Consequently, $a \wedge s \leq b \wedge s$ implies $\bar{a} \leq \bar{b}$. This verifies the naturality of the induced order in $S / F$.

Finally, assume that hyper-normality fails for $S / F$. Then there are $a, b, e \in S$ with $\bar{a}=\bar{a} \bar{e} \leq \bar{b}$ such that there is no $x \in S$ with $\bar{b}=\bar{a} \bar{x}$ and $\bar{e} \wedge \bar{x}=1$. Since $\bar{b}=\bar{a} \bar{x}$ implies $\bar{b}=\bar{a}(\overline{x \wedge y})$ for all $y \in F: a$, this shows that $1 \notin X=[x \wedge(F: a)] \wedge e$. Therefore the filter generated by $X$ is proper, and hence it is contained in an $m$ prime filter $P$. Moreover, in the totally ordered localization $S_{P}$ of $S$ at $P$ we have that $a_{P}$ is not an element of $F_{P}$, the image of $F$ in $S_{P}$ (where $x_{P}$ denotes the image of $x \in S$ in $S_{P}$ ). For, by the definition of localization, $a_{P} \in F_{P}$ means as $\in F$ for some $s \notin P$. But $a s \in F$ implies $s \in F: a \subseteq P$, a contradiction. Therefore $a_{P} \notin F_{P}$, and hence the image $\tilde{a_{P}}$ of $a_{P}$ in the Rees factor $T$ of $S_{P}$ by $F_{P}$, which is obviously a $B$-monoid, is not 0 . However, in this $T$ we have $0 \neq \tilde{a_{P}}=\tilde{a_{P}} \tilde{e_{P}}$, but $\tilde{e_{P}} \neq 1$ by $e \in P$, again a contradiction. Thus $S / F$ is hyper-normal, whence it is a $B$-monoid.

Remarks 2.16.
(1) Let $S$ be the semigroup of divisibility of a Bezout ring $R$ and take any ideal $I$ of $R$. Then the semigroup of divisibility of $R / I$ is just $S / F$, where $F$ is the filter consisting of the principal ideals contained in $I$.
(2) Such a kind of congruence can be defined for a larger class of distributive $l$-semigroups; see [9, Proposition 0.9 ].

Proposition 2.17. Factors by filters (i.e., congruences of the kind (**)) on a Bmonoid $S$ permute. That is, if we denote by $\theta_{F}$ the congruence ( $* *$ ) belonging to a filter $F$, and $F, F^{\prime}$ are filters on $S$, then we have $\theta_{F} \circ \theta_{F^{\prime}}=\theta_{F^{\prime}} \circ \theta_{F}$, where $\circ$ denotes the relational product.
Proof. Let $x \theta_{F} y$ with $s \in F$ be such that $x \wedge s=y \wedge s$ and $y \theta_{F^{\prime}} z$ with $t \in F^{\prime}$ such that $y \wedge t=z \wedge t$. Put $u=(x \wedge t) \vee(z \wedge s)$. Then $x \theta_{F^{\prime}} u$ since $u \wedge t=$ $(x \wedge t) \vee(z \wedge s \wedge t)=(x \wedge t) \vee(y \wedge s \wedge t)=(x \wedge t) \vee(x \wedge s \wedge t)=(x \wedge t)$ and $u \theta_{F} z$ since $u \wedge s=(x \wedge t \wedge s) \vee(z \wedge s)=(y \wedge t \wedge s) \vee(z \wedge s)=(z \wedge t \wedge s) \vee(z \wedge s)=z \wedge s$.

Remark 2.18. This shows that the congruences which we will use in the Pierce-type sheaf representation of $B$-monoids (see Theorem 4.5) permute.

We are now in a position to discuss the lifting of idempotents modulo the nil radical. As an easy consequence of Lemma 1.11 one has:
Proposition 2.19. Let $N$ be the nil radical of a B-monoid $S$ and $\bar{e}^{2}=\bar{e}$ be an idempotent in the factor $B$-monoid $S / N$. Then there is an idempotent $e^{2}=e \in S$ whose image in $S / N$ is $\bar{e}$. In particular, for any finite set of pairwise orthogonal idempotents $\bar{e}_{i} \in S / N$ there are pairwise orthogonal idempotents $e_{i} \in S$ such that each $\bar{e}_{i}$ is the image of $e_{i}$.
Proof. Let $\bar{f} \in S / N$ be the complement of $\bar{e}$ in $S / N$, i.e., $\bar{f}^{2}=\bar{f}, \bar{e} \wedge \bar{f}=1, \bar{e} \bar{f}=0$ and $a, b \in S$ such that $\bar{e}, \bar{f}$ are images of $a, b$ in $S / N$, respectively. Then we have $a \wedge b \wedge c=1$ for some nilpotent element $c \in S$ and $a b \in N$. Thus there is an integer $n$ such that $0=c^{n}=(a b)^{n}=a^{n} b^{n}$. By Lemma 1.11 one has $1=a^{n} \wedge b^{n} \wedge c^{n}=$ $a^{n} \wedge b^{n}$ and $0=a^{n} b^{n}=a^{n} \vee b^{n}$. Therefore $e=a^{n}$ is the required idempotent. The other statement is now obvious.

The next result can be compared with claim (iii) in [10, Proposition 7.7] and [32, Proposition 3.7] for rings.

Proposition 2.20. A B-monoid is a finite direct product of primary $B$-monoids iff it has only finitely many minimal m-prime filters.

Proof. It is enough to see only the sufficiency, which is essentially a simple case of the Chinese Remainder Theorem. Let $\left\{P_{1}, \ldots, P_{n}\right\}$ be the finite set of minimal $m$-prime filters of $S$. By Corollary 2.10 one has $P_{n} \wedge P_{j}=S$ for all $j<n$. This implies $P_{n} \wedge Q_{n}=S$ with $Q_{n}=\prod_{i=1}^{n-1} P_{i}$. Hence there are $a \in P_{n}, a_{n} \in Q_{n}$ with $a \wedge a_{n}=1$ and $a a_{n}$ nilpotent, say $\left(a a_{n}\right)^{l}=0$. For $e=a^{l}, e_{n}=a_{n}^{l}$ one has $e e_{n}=0$, $e \wedge e_{n}=1$, hence $e^{2}=e \in P_{n}, e_{n}^{2}=e_{n} \in Q_{n}$. For $S_{n}=e_{n} S, T=e S$ one can see immediately that $S_{n}$ is a primary $B$-monoid and $T$ has $n-1$ minimal $m$-prime filters. Therefore the statement follows by induction.

It follows from the above that an indecomposable $B$-monoid has either a smallest $m$-prime filter or infinitely many minimal $m$-prime filters (in fact, both cases can occur).

Localization of an arbitrary commutative ring by a (saturated multiplicatively closed) subset induces a homomorphism between the semigroups of divisibility of the considered rings. For $B$-monoids, the notion corresponding to a saturated multiplicatively closed subset is an m-cofilter, that is, a multiplicatively closed subset $C$ such that $a \leq b$ and $b \in C$ imply $a \in C$. Now we show that localization by an $m$-cofilter is a surjective homomorphism.

Theorem 2.21. If $C$ is an m-cofilter in a $B$-monoid $S$, then, for $x, y \in S$,

$$
x \cong y \Longleftrightarrow \exists s \in C: x \leq y s \text { and } y \leq x s
$$

defines a congruence on $S$ whose factor is a $B$-monoid, called the localization $S_{C}$ of $S$ at $C$, and the congruence class containing 0 is $K=\{x \in S \mid \exists s \in C: s x=0\}$.

We omit the straightforward proof because one can see this in the same way as in the second part of the proof of Theorem 2.11.

Remarks 2.22.
(1) Clearly, the congruence defined in Theorem 2.21 contains the congruence $(* *)$ defined in Theorem 2.15, and they need not be equal. See also Example 2.28
(2) For any subset $A$ of $S$, sending $A$ to 1 results in the localization $S_{C}$ of $S$ at the $m$-cofilter $C$ consisting of the divisors of finite products of elements in $A$. If an $m$-cofilter $C$ is the complement of an $m$-prime filter $F$, then, as usual, we write $S_{F}$ instead of $S_{C}$.
(3) Theorem 2.21 obviously generalizes the localization at $m$-prime filters described in Theorem 2.11. We have separated the two constructions because of the key role of Theorem 2.11. In addition, we think that this manner of presentation is easier to follow.

Proposition 2.23. If $a, x, y \in S$ in a $B$-monoid $S$, then $x a=y a$ holds if and only if there is an $s \in a^{\perp}$ such that $x \wedge s=y \wedge s$.

Proof. Without loss of generality one can assume $x \leq y$, i.e, $y=t x$ for some $t \in S$ (we could consider $x \wedge y$ and $y$ instead of $x$ and $y$ ). Putting $b=a x$ one obtains $b t=b$. Therefore by hyper-normality there is $s \in b^{\perp}=(a x)^{\perp}$ with $t \wedge s=1$. Consequently, we have $x \wedge s x=x=x(t \wedge s)=t x \wedge s x=y \wedge s x$, from which the statement follows in view of $s x \in a^{\perp}$.
Corollary 2.24. If 0 is an m-prime filter in a $B$-monoid $S$, then $S$ is cancellative. Consequently, if $F$ is an $m$-prime filter of an arbitrary $B$-monoid $S$, then the factor $S / F$ is cancellative.

Remark 2.25. It is at this point that we can see the importance of hyper-normality. If we extend the complement of an $m$-prime filter of a $B$-monoid by a zero element, then we obtain a $D$-monoid which has no zero-divisors but is not hyper-normal: the condition of hyper-normality is satisfied for any triple $a, b, e$ which are all different from 0 but it does not hold if $a \neq 0$ and $b=0$.
$B$-monoids are modelled after the divisibility theory of Bezout rings, so they are somewhat simpler structures than the latter. Hence there are, as one can expect, "in some sense" more homomorphisms between them than the ones induced by homomorphisms between rings. However, combining Theorems 2.15 and 2.21, Remark 2.22, and Proposition 2.23 one can describe, as the main result of this section, all homomorphisms between $B$-monoids as follows.

Theorem 2.26. Let $\psi$ be a homomorphism of a $B$-monoid $S$ onto a $B$-monoid. Put $C=\{s \in S \mid \psi(s)=1\}$ and $F=\{s \in S \mid \psi(s)=0\}$. Then $C$ is an m-cofilter, $F$ is a filter, and for all $a \in S, s \in F$ and $c \in C, a \wedge s \leq c$ implies $a \in C$ and $s \leq$ ca implies $a \in F$. Now the equality $\psi(x)=\psi(y)$ holds if and only if there are $s \in F, c \in C$ with $y \wedge s \leq c x$ and $x \wedge s \leq c y$. In particular, $\psi(S)$ is a $B$-monoid, isomorphic to the factor $B$-monoid $S_{\psi}$ of the localization $S_{C}$ of $S$ by the image $F_{C}$ of $F$ in $S_{C}$.

Conversely, given an m-cofilter $C$ and a filter $F$ in a $B$-monoid $S$ such that, for all $a \in S, s \in F$ and $c \in C, a \wedge s \leq c$ implies $a \in C$ and $s \leq c a$ implies $a \in F$, then the relation

$$
\Psi=\{(x, y) \in S \times S \mid \exists s \in F, c \in C: y \wedge s \leq c x \text { and } x \wedge s \leq c y\}
$$

is a congruence of lattice-ordered semigroups whose 1-class is $C$ and 0-class is $F$, and the factor $S / \Psi$ is a $B$-monoid.

Proof. Let $\psi, C, F$ be as in the first part of the statement. The claims about $C$ and $F$ are obvious. Next, let $x, y \in S$ with $\psi(x)=\psi(y)$. By the equality $\psi(x \wedge y)=\psi(x \vee y)$ one can assume without loss of generality that $x \leq y=d x$ for some $d \in S$. Therefore $\psi(x)=\psi(d) \psi(x)$ implies $\psi(d) \wedge \psi(t)=1$ for some $t \in S$ with $\psi(t) \in \psi(x)^{\perp}$ in view of Proposition 2.23. Consequently, $t x \in F$ and $c=d \wedge t \in C$ hold. Hence $y \wedge t x=d x \wedge t x=c x \leq c x$, which completes the proof of the first part because $x \wedge t x \leq x \leq y \leq c y$ is trivially satisfied.

Conversely, suppose $C$ and $\bar{F}$ are given as indicated. The given relation $\Psi$ is clearly reflexive and symmetric. It is also transitive because in case $y \wedge s \leq c x$, $x \wedge s \leq c y, y \wedge t \leq d z, z \wedge t \leq d y$, putting $u=s \wedge t$ and $e=c d$ we have

$$
x \wedge u=(x \wedge s) \wedge t \leq c y \wedge t \leq c(y \wedge t) \leq c d z=e z
$$

and similarly $z \wedge u \leq e x$. Using the distributivity laws in $S$, it is straightforward to check that $\Psi$ is a congruence relation of lattice-ordered semigroups. It is clear that
$c \Psi 1$ for every $c \in C$ and $s \Psi 0$ for every $s \in F$. Next, if $a \Psi 1$ for an $a \in S$, then there exist $c \in C, s \in F$ such that $a \wedge s \leq c$. Hence $a \in C$ by assumption, and likewise, $a \Psi 0$ implies $a \in F$. Proving that $S / \Psi$ is a $B$-monoid proceeds in the same manner as in Theorems 2.11 and 2.15

Remarks 2.27.
(1) As is easy to see, if $C$ and $F$ are as in the second part of Theorem 2.26, then $C \cap F \neq \varnothing$ implies $C=S=F$.
(2) If $C \subseteq S$ is a cofilter, then $\bar{C}=\left\{s \in S \mid \exists n \in \mathbb{N}, c_{1}, \ldots, c_{n} \in C: s \leq\right.$ $\left.c_{1} \ldots c_{n}\right\}$ is the smallest $m$-cofilter containing $C$. If $M$ is any multiplicatively closed subset of $S$, then $C=\{s \in S \mid \exists m \in M: s \leq m\}$ is the smallest $m$-cofilter containing $M$. In fact, this smallest $m$-cofilter containing $M$ is just the saturation of $M$, that is, the set of all divisors of elements of $M$.
(3) Let $C, F \subseteq S$ be an arbitrary cofilter or a multiplicatively closed subset and a filter, respectively. We want to describe the smallest congruence for which $C$ and $F$ are contained in the 1-class and the 0 -class, respectively. Clearly, the 1-class of this congruence contains the smallest $m$-cofilter containing $C$, and by the first part of Theorem 2.26, the 0 -class must contain the set $\{s \in S \mid \exists c \in C$ and $b \in F: b \leq c s\} \supseteq F$, hence also the smallest filter containing this set. Doing this extension first, if necessary, we can assume that $C$ is an $m$-cofilter and the filter $F$ satisfies $F \supseteq\{s \in S \mid \exists c \in C$ and $b \in F: b \leq c s\}$. Now, let $C_{1}=\{a \in S \mid \exists c \in C, s \in F: a \wedge s \leq c\}$. Then $C_{1} \supseteq C$ is also an $m$-cofilter. Let $F_{1}=\{b \in S \mid \exists s \in F, c \in C: s \leq b c\}$. Then $F_{1} \supseteq F$ is also a filter. Put $C_{2}=\left\{a \in S \mid \exists c \in C_{1}, s \in F_{1}: a \wedge s \leq c\right\}$ and $F_{2}=\left\{b \in S \mid \exists s \in F_{1}, c \in C_{1}: s \leq b c\right\}$. We show that $C_{2}=C_{1}$ and $F_{2}=F_{1}$. Indeed, if $a \in C_{2}$, then there exist $c_{1} \in C_{1}$ and $s_{1} \in F_{1}$ such that $a \wedge s_{1} \leq c_{1}$. For $c_{1} \in C_{1}$ there are $\bar{c} \in C$ and $\bar{s} \in F$ with $c_{1} \wedge \bar{s} \leq \bar{c}$, and for $s_{1} \in F_{1}$ there are $\tilde{s} \in F$ and $\tilde{c} \in C$ with $\tilde{s} \leq \tilde{c} s_{1}$. Therefore we obtain $a \wedge s_{1} \wedge \bar{s} \leq c_{1} \wedge \bar{s} \leq c$ and hence $\tilde{c}\left(a \wedge s_{1} \wedge \bar{s}\right)=\tilde{c} a \wedge \tilde{c} s_{1} \wedge \tilde{c} \bar{s} \geq \tilde{c} a \wedge \tilde{s} \wedge \tilde{c} \bar{s} ;$ consequently, $\tilde{c} a \wedge(\tilde{s} \wedge \tilde{c} \bar{s}) \leq \tilde{c} \bar{c}$. Now $\bar{s} \leq(\tilde{c} \bar{s}) 1$; hence $\tilde{c} \bar{s} \in F$ by our assumption, and $\tilde{c} \bar{c} \in C$, so $\tilde{c} a \in C_{1}$ and thus, in view of $a \leq \tilde{c} a$, we have $a \in C_{1}$. Similarly, if $b \in F_{2}$, then there exist $s_{1} \in F_{1}$ and $c_{1} \in C_{1}$ such that $s_{1} \leq b c_{1}$. For $c_{1}$ there are $\bar{c} \in C$ and $\bar{s} \in F$ with $c_{1} \wedge \bar{s} \leq \bar{c}$ and for $s_{1}$ there are $\tilde{s} \in F$ and $\tilde{c} \in C$ with $\tilde{s} \leq \tilde{c} s_{1}$. So we have $s_{1} \wedge b \bar{s} \leq$ $b c_{1} \wedge b \bar{s}=b\left(c_{1} \wedge \bar{s}\right) \leq b \bar{c}$, and then $\tilde{s} \wedge \tilde{c} b \bar{s} \leq \tilde{c} s_{1} \wedge \tilde{c} b \bar{s} \leq b \bar{c} \tilde{c}$. Here $\bar{c} \tilde{c} \in C$ and $\tilde{s} \wedge \tilde{c} b \bar{s} \in F$; hence by the assumption $b \in F_{1}$. So we have $C_{2}=C_{1}$ and $F_{2}=F_{1}$, as claimed. Thus the $m$-cofilter $C_{1}$ and the filter $F_{1}$ satisfy the conditions in the converse part of Theorem 2.26. The congruence they determine is clearly the smallest congruence for which $C$ is in the 1-class and $F$ is in the 0 -class.
(4) Contrary to the special cases of congruences of types $(*)$ and $(* *)$ (see Remarks 2.13 and 2.17), we are not able to prove that arbitrary congruences (that is, those of type $\Psi$ ) permute.

Example 2.28. The following simple example shows that $m$-cofilters $C$ are in general necessary for describing homomorphisms between $B$-monoids. Let $\mathfrak{P}$ be the semigroup of divisibility of the Bezout ring $R=\mathbb{Z} \ltimes \mathbb{Q} / \mathbb{Z}$, the trivial extension of $\mathbb{Z}$ by the Abelian group $\mathbb{Q} / \mathbb{Z}$. Thus $\mathfrak{P}$ is generated by $s_{p}, t_{p^{-n}} ; n \in \mathbb{N}, p \in$
$\mathbb{P}(=$ prime numbers $)$ subject to $s_{p} t_{p}=t_{p} t_{q}=0$ for all $p, q \in \mathbb{P}$ and $s_{p} t_{p^{-n}}=$ $t_{p^{n-1}}, s_{p} t_{q}=t_{q}$ for all $p \neq q \in \mathbb{P} ; n>1$. Then $\mathfrak{P}$ is a $B$-monoid with one minimal $m$-prime filter $M$ generated by all $t_{p^{-n}}$, and every element of $\mathfrak{P}$ different from 0 and 1 is a zero-divisor. Thus, if we consider the homomorphism of $\mathfrak{P}$ into the (indecomposable) two-element Boolean algebra by sending $M$ to 0 and its complements to 1 , then $F=M$ and $C=\mathfrak{P} \backslash M$. Hence the factor of $S$ by $F$ is just the multiplicative semigroup $\mathbb{N}$ of natural numbers, which is obviously not the two-element Boolean algebra.

In what follows, we give a short description of classical localizations of $B$-monoids where the localization is not a $B$-monoid. For any multiplicatively closed subset $M$ of a $B$-monoid $S$ one can define the classical localization $S_{M}$ of $S$ at $M$ as follows. $S_{M}$ is the set of equivalent classes of pairs $(a, s)$ with $a \in M, s \in S$ with respect to the relation $(a, s) \sim\left(a_{1}, s_{1}\right)$ if there exists $a_{2} \in M$ with $a_{2} a_{1} s=a_{2} a s_{1}$. Then $S_{M}$ will be a hyper-normal distributive $l$-monoid by putting

$$
(a, s)\left(a_{1}, s_{1}\right)=\left(a a_{1}, s s_{1}\right)
$$

and

$$
(a, s) \wedge\left(a_{1}, s_{1}\right)=\left(a a_{1}, s a_{1} \wedge a s_{1}\right),(a, s) \vee\left(a_{1}, s_{1}\right)=\left(a a_{1}, s a_{1} \vee a s_{1}\right)
$$

We write $a^{-1} s$ for the equivalence class of $(a, s)$. It is a tedious but routine task to check that this definition is independent of the choice of representatives and then to verify all the axioms required by the definition of distributive $l$-monoids. Note that 1 is not, in general, multiplicatively irreducible, that is, $S_{M}$ need not be a $B$-monoid. Hyper-normality of $S_{M}$, however, follows immediately from the observation that $a^{-1} s \leq b^{-1} t$ if and only if $b^{-1} t=a^{-1} s u$ for some $u \in S$. Indeed, the condition implies $a^{-1} s=a^{-1} s \wedge b^{-1} t=(a b)^{-1}(s b \wedge a t)$. Hence there exists $c \in M$ with $c a b s=c a(s b \wedge a t) \leq c a^{2} t$; consequently there is $u \in S$ with $c a b s u=c a^{2} t$, whence $a^{-1} s u=\left(a^{2} b c\right)^{-1} c a b s u=\left(c a^{2} b\right)^{-1} c a^{2} t=b^{-1} t$. There is in addition a natural homomorphism from $S$ into $S_{M}$, which takes all elements of $S$ annihilated by some $a \in M$ to $0 \in S_{M}$. Therefore the filter $K$ generated by these elements goes to $0 \in S_{M}$. The image of $S$ in $S_{M}$ is precisely the factor of $S$ by $K$ described in Theorem 2.15, hence it is a $B$-monoid. Moreover, the image of $S$ in $S_{M}$ is exactly the subsemigroup of the positive elements of $S_{M}$. This leads to the following interesting result.

Proposition 2.29. For an m-prime filter $I$ of a B-monoid $S$, put $K=\{x \in$ $S \mid \exists s \notin I: s x=0\}$. Then $K$ is a filter, and the factor $S / K$ has a unique minimal $m$-prime filter, which is the image of the smallest m-prime filter contained in $I$.
Proof. It is easy to see that $K$ is a filter. We denote the image of $x \in S$ in $S / K$ by $\bar{x}$. To verify the statement it is enough to see that the nil radical is an $m$-prime filter. For this aim, assume indirectly that, for some $a, b \in S$, the element $\overline{a b}$ is nilpotent but $\bar{a}$ and $\bar{b}$ are not. This implies $(a b)^{n} \in K$ for some $n \in \mathbb{N}$. Therefore $a_{I} b_{I}$ is nilpotent, where $x_{I}$ denotes the image of $x \in S$ in the localization $S_{I}$ of $S$. Since $S_{I}$ is a totally ordered $B$-monoid, its nil radical is an $m$-prime filter. Consequently, one of $a_{I}$ and $b_{I}$ is nilpotent, hence, by the definition of $K$, so is one of $\bar{a}$ and $\bar{b}$, a contradiction.

This result has an interesting consequence for arithmetical rings, taking into consideration that the (prime) ideals of an arithmetical ring $R$ are exactly the ( $m$-prime) filters of the divisibility monoid of $R$.

Corollary 2.30. Let $I$ be a prime ideal in an arithmetical ring $R$ and $K$ be the set of annihilators of elements not contained in $I$. Then $K$ is an ideal and the factor ring $R / K$ has only one minimal prime ideal.

## 3. Semiprime $B$-monoids

In this section we describe the structure of semiprime $B$-monoids. Unusual examples for semiprime $B$-monoids are semigroups of divisibility of certain rings of continuous functions; see [18].

Proposition 3.1. If $S$ is a semiprime $B$-monoid, then, for every element $a \in S$,

$$
a^{\perp}=\{x \in S \mid x a=0\}=\{x \in S \mid x \vee a=0\}
$$

Proof. $0=x \vee a \leq x a$ trivially implies $x a=0$. Conversely, $0=x a \leq(x \vee a)^{2}$, whence $0=(x \vee a)^{2}=x \vee a$ by the semiprimeness of $S$.

Proposition 3.2. If $S$ is a semiprime $B$-monoid, then for every element $a \in S$, $a^{\perp}$ is an m-semiprime filter, i.e, $a^{\perp}=I\left(a^{\perp}\right)$.

Proof. If $x^{n} \in a^{\perp}$, then we have $(a x)^{n}=0$, whence $a x=0$ and therefore $x \in a^{\perp}$, from which the statement follows.

Proposition 3.3. If $S$ is a semiprime $B$-monoid, then for any $a, b \in S$ it holds that

$$
(a b)^{\perp}=(a \vee b)^{\perp},(a \wedge b)^{\perp}=a^{\perp} \cap b^{\perp}
$$

Proof. $s(a b)=0$ implies $(s(a \vee b))^{2} \geq s(a \vee b)^{2} \geq s a b=0$, whence $s(a \vee b)=0$, i.e., $(a b)^{\perp}=(a \vee b)^{\perp}$. Since $x(a \wedge b)=x a \wedge x b=0 \Leftrightarrow x a=0=x b$, we obtain $(a \wedge b)^{\perp}=a^{\perp} \cap b^{\perp}$.

For an element $a \in S$, put $S_{a}=\left\{b \in S \mid a^{\perp}=b^{\perp}\right\}$.
Proposition 3.4. Let $S$ be a semiprime $B$-monoid. For $x, y \in S_{a}$ and $b \in S$ with $b^{\perp} \subseteq a^{\perp}$ the equality $0 \neq b x=b y$ implies $x=y$.
Proof. The assumption implies $a, b, x, y \neq 0$. One can assume, without loss of generality, that $x \leq y=x d$ for some $d \in S$. Assume indirectly that $d \neq 1$. We have $z=b x=b y=b x d=z d \neq 0$. Moreover, if $s(b x)=0$, then $s x \in b^{\perp} \subseteq a^{\perp}=x^{\perp}$ implies $(s x)^{2}=0$. Hence $s x=0$, i.e., $(b x)^{\perp}=x^{\perp}=a^{\perp}$. This implies that there is no $u \in z^{\perp}$ with $d \wedge u=1$, otherwise we would have $x=x(d \wedge u)=x d=y$, a contradiction. Hence there is an $m$-prime filter $F$ containing $d \wedge x^{\perp}$. Thus in the localization $S_{F}$ we have $d_{F} \neq 1$ and $0 \neq z_{F}=z_{F} d_{F}$, a contradiction.

Theorem 3.5. If $S$ is a semiprime $B$-monoid, then, for every element $a \in S$, the subsemigroup $S_{a}$ is a cancellative semigroup closed under meet and join. Recall that the factor $S / a^{\perp}$ of $S$ comes from the congruence

$$
x \cong{ }_{a} y \Longleftrightarrow \exists s \in a^{\perp}: x \wedge s=y \wedge s, x, y \in S
$$

Then $S_{a}$ maps injectively into $\left(S / a^{\perp}\right)_{1}$, and these two semigroups have the same group of quotients. Moreover, $S_{a}^{\bullet}$ is a $B$-monoid if and only if its induced order is natural, i.e., $b \leq c$ in $S_{a}$ implies $c=b u$ for some $u \in S_{a}$.

Thus a semiprime $B$-monoid $S$ is the disjoint union of cancellative semigroups $S_{a}, a \in S$, where $S_{0}=0$ and $S_{1}$ is the semigroup of non-zero-divisors.

Proof. Assume $x, y \in S_{a}$. Then $(x \wedge y)^{\perp}=x^{\perp} \cap y^{\perp}=a^{\perp}$. If $t(x \vee y)=0$, then $t x y=0$. Hence $t x \in y^{\perp}=x^{\perp}$, thus $(t x)^{2}=0 \Longrightarrow t x=0$, i.e. $t \in x^{\perp}$, and this also shows that $x y \in S_{a}$. Thus $S_{a}$ is a subsemigroup closed under both $\wedge$ and $\vee$. If now $x z=y z$ with $x, y, z \in S_{a}$, then, in view of $(x \vee y) z=x z \vee y z=x z$, one can assume that $y=d x$, and hence we have $z x=d z x$. Thus $x \neq y$ would imply $d \neq 1$. If there is some $c \in x^{\perp}=a^{\perp}$ with $c \wedge d=1$, then we have $x=x \cdot 1=x(c \wedge d)=x d=y$, a contradiction. Thus there is an $m$-prime filter $F$ such that in the 0-cancellative totally ordered localization $S_{F}$ we have $d_{F} \neq 1,(x z)_{F} \neq 0$ in spite of the equality $(x z)_{F}=d_{F}(x z)_{F}$, a contradiction. By Theorem 2.15, $\cong_{a}$ is a lattice-orderedsemigroup congruence.

By definition, any $x \in S_{a}$ obviously maps to a non-zero-divisor in $S / a^{\perp}$. Furthermore, $S_{a}$ is embedded in $S / a^{\perp}$. For $b, c \in S_{a}$ with $b \wedge x=c \wedge x, x \in a^{\perp}$ we have $b^{2}=b(b \wedge x)=b(c \wedge x)=b c$, and hence $b=c$ by the previous argument. To show that $S_{a}$ and $\left(S / a^{\perp}\right)_{1}$ have the same group of quotients, it is enough to see that $\left(S / a^{\perp}\right)_{1}$ is contained in the quotient group of $S_{a}$. For this aim, assume $b \in S$ maps to a non-zero-divisor in $S / a^{\perp}$. This means precisely that $b x \in a^{\perp}$ implies $x \in a^{\perp}$. Therefore $a x \in a^{\perp}$ follows from the equality $x a b=0 \in a^{\perp}$, hence $(a x)^{2}=0$. Thus $a x=0$ holds because $S$ is semiprime. Consequently $x \in a^{\perp}$, whence we obtain $a b \in S_{a}$. Thus the image of $b$ in $S / a^{\perp}$ is contained in the quotient group of $S_{a}$ because both $a$ and $a b$ are elements of $S_{a}$.

Now assume that $S_{a}^{\bullet}$ is a $B$-monoid and $b, c \in S_{a}, b \leq c$. Then $S_{a}$ has an identity, i.e, there is an idempotent $e \in S_{a}$ and we have $c=b d$ for some $d \in S$. This implies $c=b d=b e d=b u$ with $u=d e \in S_{a}$. Conversely, $a \leq a$ implies that $a=a e$ for some $e \in S_{a}$, and hence $e=e^{2}$ is the identity of $S_{a}$, from which it follows easily that $S_{a}^{\bullet}$ is a $B$-monoid.

Corollary 3.6. Let $S$ be a semiprime $B$-monoid. For any two elements $u, v \in S_{a}$ and $x, y \in S_{b}$, where $a, b \in S$ are arbitrary, we have $(u x)^{\perp}=(v y)^{\perp}$.

Proof. We have

$$
s \in(u x)^{\perp} \Leftrightarrow s u \in x^{\perp}=y^{\perp} \Leftrightarrow s \in(u y)^{\perp}
$$

and hence $(u x)^{\perp}=(u y)^{\perp}$. Consequently we have

$$
(u x)^{\perp}=(u y)^{\perp}=(y v)^{\perp} .
$$

## 4. Sheaf representations of Bezout monoids

For commutative rings there are two very important representation theorems in terms of sheaves of 'simpler' rings:

- Pierce's representation theorem of rings as sheaves of indecomposable rings on the Boolean space of its idempotents 34. (This result applies to noncommutative rings as well using central idempotents, but then the stalks may not remain indecomposable.)
- Grothendieck's representation theorem of rings as sheaves of local rings on the Zariski space of its prime ideals [20].

In this final section, we will show that, using the techniques and results developed so far in this paper, both of these representations have analogues for $B$-monoids; these are our Theorems 4.5 and 4.10 .

We will start with the Pierce sheaf. We note that Pierce's construction has been adapted to universal algebras by Keimel [28, Satz 1] and that this general result applies to $B$-monoids. However, verifying that the conditions of Keimel's theorem are satisfied for $B$-monoids does not save much effort compared to the direct proof presented below.

For the reader's sake we reproduce here the definition of a sheaf, presented in the case of a sheaf of $B$-monoids, together with some elementary properties. In doing so, we follow the presentation for rings as described by Pierce 34].

Definition 4.1. For each element $\mu \in X$ of a topological space $X$ let $S_{\mu}$ be a $B$-monoid. Assume that $S_{\mu} \cap S_{\nu}=\varnothing$ for $\mu \neq \nu$. Let $\underline{S}=\bigcup_{\mu \in X} S_{\mu}$. The "index map" $\pi: \underline{S} \longrightarrow X$ is the canonical projection sending all elements of each $S_{\mu}$ to $\mu$. Assume that a topology is imposed on $\underline{S}$ such that the following axioms are satisfied:
(1) If $s \in \underline{S}$, there exist open sets $U$ in $\underline{S}$ with $s \in U$ and $N$ in $X$ such that $\pi$ maps $U$ homeomorphically onto $N$.
(2) Let $\underline{S}+\underline{S}$ denote $\{(s, t) \mid \pi(s)=\pi(t)\}$, with the topology induced by the product topology in $\underline{S} \times \underline{S}$. Then the mappings $(s, t) \mapsto s t,(s, t) \mapsto s \wedge t$, and $(s, t) \mapsto s \vee t$ are continuous on $\underline{S}+\underline{S}$ to $\underline{S}$.
(3) The mappings $\mu \mapsto 1_{\mu}$ and $\mu \mapsto 0_{\mu}$ are continuous on $X$ to $\underline{S}$.

With these conditions the pair $(X, \underline{S})$, or just $\underline{S}$ for short, is called a sheaf of $B$ monoids over $X$. The $B$-monoids $S_{\mu}$ are called the stalks of the sheaf $\underline{S}$. For an arbitrary subspace $Y$ of $X$, a section of $\underline{S}$ over $Y$ is a continuous map $\sigma$ of $Y$ to $\underline{S}$ such that $\pi(\sigma(\mu))=\mu$ for all $\mu \in Y$. The collection of all sections of $\underline{S}$ over $Y$ is denoted by $\Gamma(Y, \underline{S})$.
Lemma 4.2. (1) The map $\pi$ of $\underline{S}$ to $X$ is open and continuous.
(2) $\Gamma(Y, \underline{S})$ is a $B$-monoid with a multiplication defined by

$$
\left(\sigma_{1} \sigma_{2}\right)(\mu)=\sigma_{1}(\mu) \sigma_{2}(\mu), 0(\mu)=0_{\mu}, 1(\mu)=1_{\mu}
$$

and with lattice operations defined by putting

$$
\left(\sigma_{1} \wedge \sigma_{2}\right)(\mu)=\sigma_{1}(\mu) \wedge \sigma_{2}(\mu),\left(\sigma_{1} \vee \sigma_{2}\right)(\mu)=\sigma_{1}(\mu) \vee \sigma_{2}(\mu)
$$

(3) For any $s \in S_{\mu}$ there is a neighbourhood $N$ of $\mu$ and $\sigma \in \Gamma(N, \underline{S})$ such that $\sigma(\mu)=s$.
(4) The sets of the form $\sigma(N)$, where $N$ is open in $X$ and $\sigma \in \Gamma(N, \underline{S})$, form a basis for the open sets in $\underline{S}$.
(5) Let $\mu \in Y \subseteq X$ and $\sigma_{1}, \sigma_{2} \in \Gamma(Y, \underline{S})$ with $\sigma_{1}(\mu)=\sigma_{2}(\mu)$. Then there is a neighbourhood $N$ of $\mu$ in $X$ such that $\sigma_{1}(\nu)=\sigma_{2}(\nu)$ for all $\nu \in N \cap Y$.
Proof. Claim (1) is obvious. The verification of claim (2) is routine, though tedious. Claim (3) is an immediate consequence of Definition 4.1(1). For claim (4) it is enough to see that for any element $s$ of an open subset $U$ of $\underline{S}$ there is an open subset $N$ of $X$ and $\sigma \in \Gamma(N, \underline{S})$ with $s \in \sigma(N) \subseteq U$, which is precisely the content of claim (3). For claim (5) one observes that by Definition 4.1(1) there are open subsets $U \ni s=\sigma_{1}(\mu)=s_{2}(\mu)$ of $\underline{S}$ and $N \ni \mu$ of $X$ such that $\pi$ is homeomorphic between $U$ and $N$, in particular one-to-one between them. Hence claim (5) follows in view of the equality $\pi\left(\sigma_{1}(\nu)\right)=\pi\left(\sigma_{2}(\nu)\right)$ for all $\nu \in N \cap Y$.

Let $S$ be a $B$-monoid. Then, by Proposition 1.14, the idempotents of $S$ form a Boolean algebra $B(S)$. Denote by $\mathcal{X}(S)$ the set of the maximal filters of $B(S)$.

Note that in $B(S)$ maximal filters are precisely maximal ideals if we consider $B(S)$ as a ring, and Boolean rings are of dimension 1, i.e., maximal ideals are at the same time minimal prime ideals, too. We shall denote the complement of an idempotent $e$ in $B(S)$ by $e^{\prime}$.

For every $\mu \in \mathcal{X}(S)$, let $F_{\mu}$ be the filter generated by the idempotents contained in $\mu$ and put $\bar{S}_{\mu}=S / F_{\mu}$. Then $B\left(\bar{S}_{\mu}\right)=\{0,1\}$ since, for any idempotent $e$ in $S$, the pair $\left\{e, e^{\prime}\right\}$ is mapped onto $\{0,1\}$ when taking the factor by $F_{\mu}$.

To avoid confusion, we shall denote by $0_{\mu}$ and $1_{\mu}$ the zero and the identity elements of $S_{\mu}$, respectively.

Proposition 4.3. The canonical map

$$
S \longrightarrow \prod_{\mu \in \mathcal{X}(S)} \bar{S}_{\mu}: s \mapsto \sigma_{s}
$$

where $\sigma_{s}(\mu)=\bar{s}_{\mu}$ for every $\mu$, is injective. In other words, $S$ is a subdirect product of the $\bar{S}_{\mu}, \mu \in \mathcal{X}(S)$.
Proof. Take any two different elements $s, t \in S$; then $F=\{e \in B(S) \mid s e=t e\}$ is a proper filter in $B(S)$. So $F$ is contained in a maximal filter $\nu \in \mathcal{X}(S)$. If $\bar{s}_{\nu}=\bar{t}_{\nu}$ in $\bar{S}_{\nu}$, then there is an $f \in \nu$ such that $s f^{\prime}=t f^{\prime}$, hence $f^{\prime} \in F \subseteq \nu$, and then $1=f \wedge f^{\prime} \in \nu$, a contradiction. Hence $\bar{s}_{\nu} \neq \bar{t}_{\nu}$, whence $\sigma_{s} \neq \sigma_{t}$.

As usual, we endow $\mathcal{X}(S)$ with the hull-kernel topology introduced by Stone [39]: the closure of a subset $\mathcal{A} \subseteq \mathcal{X}(S)$ is $\left\{\mu \in \mathcal{X}(S) \mid \mu \supseteq \bigcap_{\nu \in \mathcal{A}} \nu\right\}$. This topology makes $\mathcal{X}(S)$ a Boolean space, that is, a compact, totally disconnected Hausdorff space. The sets $\mathcal{N}(e)=\{\mu \in \mathcal{X}(S) \mid e \notin \mu\}$, for all $e \in B(S)$, are exactly the open and closed sets in $\mathcal{X}(S)$, and they form a basis for the topology.

We are now going to define a topology on the set $\mathcal{S}=\bigcup_{\mu \in \mathcal{X}(S)} \bar{S}_{\mu}$ associated to a $B$-monoid $S$ such that the functions $\sigma_{s}: \mathcal{X}(S) \longrightarrow \mathcal{S}: \mu \mapsto \bar{s}_{\mu} \in \bar{S}_{\mu} \subseteq \mathcal{S}, s \in S$, will be exactly all those continuous maps from $\mathcal{X}(S)$ to $\mathcal{S}$ which satisfy $\pi\left(\sigma_{s}(\mu)\right)=\mu$ for all $\mu \in \mathcal{X}(S)$, or equivalently, precisely all the global sections.

Lemma 4.4. Let $s, t \in S$ and $\mu \in \mathcal{X}(S)$ be such that $\sigma_{s}(\mu)=\sigma_{t}(\mu)$, that is, $\bar{s}_{\mu}=\bar{t}_{\mu}$. Then there is an $e \in B(S)$ such that $\mu \in \mathcal{N}(e)$ and $\sigma_{s}(\nu)=\sigma_{t}(\nu)$ for all $\nu \in \mathcal{N}(e)$.
Proof. By $\bar{s}_{\mu}=\bar{t}_{\mu}$, there is an $f \in \mu$ such that $s f^{\prime}=t f^{\prime}$. Put $e=f^{\prime}$; then $e \notin \mu$, hence $\mu \in \mathcal{N}(e)$, and for every $\nu \in \mathcal{N}(e)$ we have $e \notin \nu$. Consequently, $f=e^{\prime} \in \nu$, and then $s f^{\prime}=t f^{\prime}$ yields $\bar{s}_{\nu}=\bar{t}_{\nu}$, that is, $\sigma_{s}(\nu)=\sigma_{t}(\nu)$.

Theorem 4.5. Let the situation be as described above. Then the sets $\sigma_{s}(\mathcal{N}(e))$, $s \in S$, $e \in B(S)$, form an open basis for a topology on $\mathcal{S}$. If we endow $\mathcal{S}$ with this topology, then $(\mathcal{X}(S), \mathcal{S})$ is a sheaf such that $s \mapsto \sigma_{s}$ is an isomorphism between $S$ and $\Gamma(\mathcal{X}(S), \mathcal{S})$. Hence every $B$-monoid is isomorphic to the $B$-monoid of global sections of a sheaf of directly indecomposable $B$-monoids.

Proof. Suppose that $\sigma_{t}(\mathcal{N}(e)) \cap \sigma_{u}(\mathcal{N}(f))$ is not empty for some $t, u \in S ; e, f \in$ $B(S)$, i.e., there are $\mu \in \mathcal{N}(e)$ and $\nu \in \mathcal{N}(f)$ with $\bar{S}_{\mu} \ni \sigma_{t}(\mu)=\sigma_{u}(\nu) \in \bar{S}_{\nu}$. Therefore $\mu=\nu \in \mathcal{N}(e) \cap \mathcal{N}(f)$ with $\bar{t}_{\mu}=\bar{u}_{\mu}$. Then, by Lemma 4.4, there is a $g \in$ $B(S)$ such that $\sigma_{t}(\nu)=\sigma_{u}(\nu)$ for all $\nu \in \mathcal{N}(g)$. Now $\mathcal{N}(g e f) \subseteq \mathcal{N}(e) \cap \mathcal{N}(f) \cap \mathcal{N}(g)$ and $\sigma_{t}(\nu)=\sigma_{u}(\nu)$ for all $\nu \in \mathcal{N}(g e f)$, hence $\sigma_{t}(\mathcal{N}(g e f)) \subseteq \sigma_{t}(\mathcal{N}(e)) \cap \sigma_{u}(\mathcal{N}(f))$. Thus the $\sigma_{s}(\mathcal{N}(e))$ form a basis for a topology on $\mathcal{S}$, as claimed.

Let $\underline{s} \in \mathcal{S}$, i.e., $\underline{s}=\bar{s}_{\mu}$ for some $\mu \in \mathcal{X}(S)$ and $s \in S$. This implies $\sigma_{s}(\mu)=$ $\bar{s}_{\mu}=\underline{s} \in \bar{S}_{\mu} \subseteq \mathcal{S}$ and $\pi(\underline{s})=\pi\left(\sigma_{s}(\mu)\right)=\mu \in \mathcal{X}(S)$. Let $e \in B(S) \backslash \mu$. Then $\underline{s} \in \sigma_{s}(\mathcal{N}(e))$. Next, for any $\nu \in \mathcal{N}(e), \pi\left(\sigma_{s}(\nu)\right)=\nu$, and therefore $\pi$ maps $\sigma_{s}(\mathcal{N}(e))$ homeomorphically to $\mathcal{N}(e)$.

First we prove the continuity of the map $0: \mathcal{X}(S) \longrightarrow \mathcal{S}: \mu \mapsto 0_{\mu}$. Let $\sigma_{s}(\mathcal{N}(e))$ be an open set containing $0_{\mu}$ in $\mathcal{S}$ homeomorphic to $\mathcal{N}(e)$. Then $\sigma_{s}(\mu)=0_{\mu}$ implies es $=\left(e^{\prime}\right)^{\prime} s=0$. Consequently, $\bar{s}_{\nu}=\overline{0}_{\nu}$ for all $\nu \in \mathcal{N}(e)$ by the definition of $\mathcal{N}(e)$ because $e^{\prime} \in \nu$ and es $=\left(e^{\prime}\right)^{\prime} s=0$. Thus $0: \mathcal{X}(S) \longrightarrow \mathcal{S}: \mu \mapsto 0_{\mu}$ is a continuous function.

Similarly, one can check as a routine exercise that $(\mathcal{X}(S), \mathcal{S})$ is indeed a sheaf. If $\sigma \in \Gamma(\mathcal{X}(S), \mathcal{S})$, then by the continuity of $\sigma$ as well as the partition of unity, there are pairwise orthogonal idempotents $e_{i} \in S$ together with elements $s_{i} \in S ; i=$ $1, \ldots, n$ such that $\mathcal{X}(S)$ is the disjoint union of $\mathcal{N}\left(e_{i}\right)$ and the restrictions of $\sigma$ and $\sigma_{s_{i}}$ agree on $\mathcal{N}\left(e_{i}\right)$. This implies $\sigma=\sigma_{s}$ for $s=\bigwedge_{i=1}^{n} s_{i} e_{i}=s \in S$.

In the second part of this section, we show that every $B$-monoid can be represented as a $B$-monoid of global sections of a sheaf of local $B$-monoids (which are 0 -cancellative naturally totally ordered $B$-monoids by Proposition 1.12), transferring Grothendieck's result [20] representing a ring as a ring of global sections of a sheaf of local rings. The idea of the proof is essentially the same as that of the standard proof for rings. Here again we note that this representation theorem may conceivably follow from very general results of Wolf, formulated in a universal algebraic language (cf. 41, Corollary 3.5], which is applicable in view of Proposition 2.17).

Denote by $\mathcal{Y}(S)$ the set of all $m$-prime filters of a $B$-monoid $S$. The so-called Zariski topology of $\mathcal{Y}(S)$ has $\{F \in \mathcal{Y}(S) \mid X \subseteq F\}$ as closed subsets where $X$ runs over subsets of $S$. The sets $\mathcal{N}(s)=\{F \in \mathcal{Y}(S) \mid s \notin F\}$ for all $s \in S$ form a basis for this topology.

We denote by $\tilde{\mathcal{S}}$ the disjoint union of the sets $S_{F}, F \in \mathcal{Y}(S)$, defined in Theorem 2.11 and, as usual, $\pi: \tilde{\mathcal{S}} \longrightarrow \mathcal{Y}(S)$ is the "index map" sending all elements of each $S_{F}$ to $F$, and, finally, for every $s \in \underset{\sim}{S}$, we denote by $\rho_{s}$ the function $\rho_{s}: \mathcal{Y}(S) \rightarrow \tilde{\mathcal{S}}$ : $F \in \mathcal{Y}(S) \longmapsto \rho_{s}(F)=s_{F} \in S_{F} \subseteq \tilde{\mathcal{S}}$.

As a preparation to our second sheaf representation, recall the following result of Bosbach.

Proposition 4.6 (cf. Bosbach [9, Theorem 4.4]). The canonical map

$$
S \longrightarrow \prod_{F \in \mathcal{Y}(S)} S_{F}: s \mapsto \rho_{s}
$$

where $\rho_{s}(F)=s_{F}$ for every $F$, is injective. In other words, $S$ is a subdirect product of the $S_{F}, F \in \mathcal{Y}(S)$.

Remark 4.7. By Theorem [2.11, $S_{F}$ is a totally ordered $B$-monoid, and totally ordered $B$-monoids can be represented as semigroups of divisibility of valuation rings (see [35). Therefore every $B$-monoid can be embedded into the semigroup of divisibility of a product of valuation rings. This was already noted by Bosbach a long time ago (oral communication).

We are going to define a topology on $\tilde{\mathcal{S}}$ such that the above defined functions $\rho_{s}, s \in S$, will be exactly the continuous maps from $\mathcal{Y}(S)$ to $\tilde{\mathcal{S}}$ which satisfy
$\pi\left(\rho_{s}(F)\right)=F$ for all $s \in S, F \in \mathcal{Y}(S)$, or equivalently, all the global sections of the sheaf $\Gamma(\mathcal{Y}(S), \tilde{\mathcal{S}})$.

Lemma 4.8. Let $s, t \in S$ and $F \in \mathcal{Y}(S)$ be such that $\rho_{s}(F)=\rho_{t}(F)$, that is, $s_{F}=t_{F}$. Then there is $a \in S$ such that $F \in \mathcal{N}(a)$, i.e., $a \notin F$, and for all $G \in \mathcal{N}(a)$ the equality $\rho_{s}(G)=\rho_{t}(G)$ holds.
Proof. The equality $s_{F}=t_{F}$ implies the existence of $a \notin F$ such that $s \leq a t$, $t \leq a s$, from which the assertion follows.
Lemma 4.9. Let the notation be as above. Then $\rho_{x}=\rho_{y}$ on $\mathcal{N}(c)$, where $x, y, c \in S$ if and only if there is an $n \in \mathbb{N}$ with $x \leq c^{n} y, y \leq c^{n} x$.

Proof. Put $a=x \wedge y, b=x \vee y$. Then there is an element $u \in S$ with $b=a u$. The equality $\rho_{x}=\rho_{y}$ on $\mathcal{N}(c)$ implies $\rho_{a}=\rho_{b}$ on $\mathcal{N}(c)$, and hence $\rho_{u}=\rho_{1}$ on $\mathcal{N}(c)$. If there is no $n \in \mathbb{N}$ with $u \leq c^{n}$, then the set $I=\left\{s \in S \mid \exists n \in \mathbb{N}: s \leq c^{n}\right\}$ is closed under $\vee$ and is disjoint from the filter $\{x \in S \mid x \geq u\}$. Therefore one can extend this filter to an $m$-prime filter $F$ disjoint from $I$. Since $c \notin F, F \in \mathcal{N}(c)$ and $u \in F$ implies $\rho_{u}(F) \neq 1=\rho_{1}(F)$, a contradiction. Consequently, there is an $n \in \mathbb{N}$ with $u \leq c^{n}$ and hence $x \leq b=a u \leq y u \leq y c^{n}$, and similarly $y \leq c^{n} x$.

We are now able to present the second main result of this section.
Theorem 4.10. The sets $\rho_{s}(\mathcal{N}(a)), s \in S, a \in S$, form an open basis for a topology on $\tilde{\mathcal{S}}$. If we endow $\tilde{\mathcal{S}}$ with this topology, then $(\mathcal{Y}(S), \tilde{\mathcal{S}})$ is a sheaf such that $s \mapsto \rho_{s}$ is an isomorphism between $S$ and $\Gamma(\mathcal{Y}(S), \tilde{\mathcal{S}})$. Hence every B-monoid is isomorphic to the B-monoid of global sections of a sheaf of local B-monoids, that is to say, of 0 -cancellative naturally totally ordered $B$-monoids.
Proof. One can check as a routine exercise that $(\mathcal{Y}(S), \tilde{\mathcal{S}})$ is indeed a sheaf. If $t \in \Gamma(\mathcal{Y}(S), \tilde{\mathcal{S}})$, then by the continuity of $t$ as well as the compactness of $\mathcal{Y}(S)$ there are elements $a_{i} \in S$ together with elements $s_{i} \in S, i=1, \ldots, n$, such that $\mathcal{X}(S)$ is the union of $\mathcal{N}\left(a_{i}\right)$ and the restrictions of $t$ and $\rho_{s_{i}}$ agree on $\mathcal{N}\left(a_{i}\right)$. This implies $\bigwedge_{i=1}^{n} a_{i}=1$ and $\rho_{s_{i}}$ agrees with $\rho_{s_{j}}$ on $\mathcal{N}\left(a_{i}\right) \cap \mathcal{N}\left(a_{j}\right)=\mathcal{N}\left(a_{i} a_{j}\right)$ for all $i, j$. Now, by Lemma 4.9, there is an integer $n \in \mathbb{N}$ such that, for all $i, j=1, \ldots, n$,

$$
s_{i} \leq\left(a_{i} a_{j}\right)^{n} s_{j}, s_{j} \leq\left(a_{i} a_{j}\right)^{n} s_{i} .
$$

By Proposition 1.11, $\bigwedge_{i=1}^{n} a_{i}^{n}=1$, and hence we have for $s=\bigwedge_{i=1}^{n} a_{i}^{n} s_{i} \in S$ that $t=\rho_{s}$ in view of the inequalities

$$
s_{j} \leq a_{j}^{n} s=a_{j}^{n}\left(\bigwedge_{i=1}^{n} a_{i}^{n} s_{i}\right)=\bigwedge_{i=1}^{n}\left(a_{i} a_{j}\right)^{n} s_{i}, s \leq a_{j}^{n} s_{j} .
$$
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