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The First Result

Every cancellative, Archimedean, naturally 
and totally ordered semigroup can be 
embedded into the additive semigroup of the 
real numbers.
[O. Hölder, Die Axiome der Quantitä̈t und die Lehre 
vom Mass, Berichte über die Verhandlungen der 
Königlich Sachsischen Gesellschaft der Wissenschaften 
zu Leipzig, Mathematisch-Physische Classe, 53 (1901), 
1– 64.]



Dropping isotonicity

A continuous semigroup operations over 
intervals of real numbers is order isomorphic 
to a subsemigroup of the additive semigroup 
of the real numbers iff it is cancellative 
(reducible)
[J. Aczél, Lectures on Functional Equations and Their 
Applications, Academic Press, New York-London, 
1966.]



A Epigammatic Proof Shows 
Isotonicity

[G. Birkhoff,  Lattice Theory, Amer. Math Soc. 
Colloquium Publications, 1973.]



Dropping cancellation

Every Archimedean, naturally and totally ordered 
semigroup in which the cancellation law does not 
hold can be embedded into either the real numbers 
in the interval [0, 1] with the usual ordering and 
ab = max(a + b, 1) or the real numbers in the 
interval [0, 1] and the symbol ∞ with the usual 
ordering and ab=a+b if a+b≤1 and ab=∞ if a+b>1.

[A. H. Clifford, Naturally totally ordered commutative 
semigroups, Amer. J. Math., 76 vol. 3 (1954), 631–646. ]
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Dropping Archimedean 
Property

Every naturally totally ordered, commutative 
semigroup is uniquely expressible as the 
ordinal sum of a totally ordered set of 
ordinally irreducible such semigroups
[A. H. Clifford, Naturally totally ordered commutative 
semigroups, Amer. J. Math., 76 vol. 3 (1954), 631–646. ]



A (topological) semigroup is a nonempty 
Hausdorff space with a (jointly) continuous 
and associative multiplication.

compact, connected, with identity
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Topological semigroups over compact manifolds 
with connected, regular boundary B such that B is a 
subsemigroup: a subclass of compact connected Lie 
groups and via classifying (I)-semigroups, that is, 
semigroups on arcs such that one endpoint 
functions as an identity for the semigroup, and the 
other functions as a zero. 
[P.S. Mostert, A.L. Shields, On the structure of semigroups 
on a compact manifold with boundary, Ann. Math., 65 
(1957), 117–143.]

The Theory of Compact 
Semigroups



(I)-semigroups are ordinal sums of three basic 
multiplications which an arc may possess. 
The word ‘topological’ refers to the continuity 
of the semigroup operation with respect to the 
topology.

[P.S. Mostert, A.L. Shields, On the structure of 
semigroups on a compact manifold with boundary, 
Ann. Math., 65 (1957), 117–143.]

The Theory of Compact 
Semigroups



(I)-Semigroups
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Figure 1: Minimum (left), product (center) and √Lukasiewicz t-norms (right)

invariant with respect to three reflections at the hyperplanes, given by {(x, y, z, v) 2 X4 | x = y},
{(x, y, z, v) 2 X4 | y = z}, and {(x, y, z, v) 2 X4 | z = x}, respectively.

Our aim in this paper is to develop a method for deciding associativity from the three-
dimensional graph of an operation. Thus, a geometrical characterization of associativity is
presented here. This provides a deeper understanding of associativity, which turns out to be
fruitful in conjecturing and proving algebraic results in the field of residuated lattices, and in
establishing results in the corresponding nonclassical logics. Moreover, this geometric description
has provided the intuition for a contribution to solving a long-standing open problem in the field
of associative functions [14].

2 Preliminaries

In the present paper we shall consider residuated operations only. On intervals of R binary
operations can be viewed as real functions of two variables, thus making it possible to speak
about analytic properties in addition to algebraic ones. Several algebraic properties have analytic
analogues in this setting. For example, being residuated corresponds to the left-continuity of a
two-place function.

2.1 Residuated groupoids

Let M be a nonempty set. (M, §±) is called a groupoid, if §± is a binary operation on M . A
groupoid is called commutative if §± is commutative. Let (M,∑) be a poset. A mapping of type
M ! M is called an involution if its composition with itself is the identity map of M .

Let (M, §±,∑) be a groupoid on a poset. The groupoid is called partially-ordered (po-groupoid)
if x§±y ∑ x§±z and y§±x ∑ z§±x holds whenever y ∑ z, (x, y, z 2 M). When the underlying universe
is a lattice, a groupoid is called lattice-ordered (l-groupoid) if §± is distributive over the join
operation of the lattice. The groupoid is called residuated ([4, 11]), if there exist two binary
operations !§± and √§± on M (called the left- and the right-residuum, respectively) such that
the following equivalences (called left- and right-adjointness property, respectively) hold:

x§±y ∑ z if and only if x ∑ y!§±z (x, y, z 2 M)

2



Naturally ordered case
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invariant with respect to three reflections at the hyperplanes, given by {(x, y, z, v) 2 X4 | x = y},
{(x, y, z, v) 2 X4 | y = z}, and {(x, y, z, v) 2 X4 | z = x}, respectively.

Our aim in this paper is to develop a method for deciding associativity from the three-
dimensional graph of an operation. Thus, a geometrical characterization of associativity is
presented here. This provides a deeper understanding of associativity, which turns out to be
fruitful in conjecturing and proving algebraic results in the field of residuated lattices, and in
establishing results in the corresponding nonclassical logics. Moreover, this geometric description
has provided the intuition for a contribution to solving a long-standing open problem in the field
of associative functions [14].

2 Preliminaries

In the present paper we shall consider residuated operations only. On intervals of R binary
operations can be viewed as real functions of two variables, thus making it possible to speak
about analytic properties in addition to algebraic ones. Several algebraic properties have analytic
analogues in this setting. For example, being residuated corresponds to the left-continuity of a
two-place function.

2.1 Residuated groupoids

Let M be a nonempty set. (M, §±) is called a groupoid, if §± is a binary operation on M . A
groupoid is called commutative if §± is commutative. Let (M,∑) be a poset. A mapping of type
M ! M is called an involution if its composition with itself is the identity map of M .

Let (M, §±,∑) be a groupoid on a poset. The groupoid is called partially-ordered (po-groupoid)
if x§±y ∑ x§±z and y§±x ∑ z§±x holds whenever y ∑ z, (x, y, z 2 M). When the underlying universe
is a lattice, a groupoid is called lattice-ordered (l-groupoid) if §± is distributive over the join
operation of the lattice. The groupoid is called residuated ([4, 11]), if there exist two binary
operations !§± and √§± on M (called the left- and the right-residuum, respectively) such that
the following equivalences (called left- and right-adjointness property, respectively) hold:

x§±y ∑ z if and only if x ∑ y!§±z (x, y, z 2 M)

2

Divisible case

Basic Logic
[P. Hájek, Metamathematics of Fuzzy Logic, Kluwer 
Academic Publishers, Dordrecht, 1998.]



Residuated Posets        
lattice-ordered groupoid (`-groupoid) is a po-groupoid
which is a lattice L under its partial ordering rela-
tion and the product is distributive on the join, that
is x⇤�(y _ z) = x⇤�y _ x⇤�z and (x _ y)⇤�z = x⇤�y _ x⇤�z
hold for all x, y, z 2 L.

For any commutative binary operation ⇤� on a poset
M the operation !⇤� : M ⇥ M ! M is called the
residuum of ⇤� if for all x, y, z 2 M the following (ad-
jointness) condition is satisfied: x⇤�y  z , x !⇤�
z � y. Equivalently, x !⇤� y is the largest z 2 M
for which x⇤�z  y holds. In this case M is called a
commutative, residuated poset.

Residuated posets can be defined in the non-commutative
case as well: For a po-groupoid (M, ⇤�) the operation
!⇤�l : M ⇥ M ! M (resp. !⇤�r : M ⇥ M ! M)
is called the left-residual (resp. right-residual) of ⇤� if
for all x, y, z 2 M the following left-adjointness (resp.
right-adjointness) condition is satisfied: x⇤�y  z ,
x !⇤�l z � y (resp. y⇤�x  z , x !⇤�r z � y).
Equivalently, x !⇤�l y (resp. x !⇤�r y) is the largest
z 2 M for which x⇤�z  y (resp. z⇤�x  y) holds.
Any operation of a residual pair determines uniquely
the other via adjointness. We note that axioms of a
residuated po-semigroup (`-semigroup) are not inde-
pendent: Residuated semigroups are always partially-
ordered (lattice-ordered) if the underlying universe is
a poset (lattice) see, e.g., [13].

In any commutative, residuated po-groupoid (M, ⇤�,!⇤�
), a  b implies a !⇤� x � b !⇤� x and
x !⇤� a  x !⇤� b for all a, b, x 2 M showing the anti-
tone property of !⇤� in its first and the isotone prop-
erty in its second place. In any commutative, residu-
ated `-groupoid (x _ y) !⇤� z =
(x !⇤� z) ^ (y !⇤� z) and x !⇤� (y ^ z) = (x !⇤�
y) ^ (x !⇤� z) hold for all x, y, z 2 L. In any con-
junctive residuated po-groupoid (1 is its existing top
element) we have x !⇤� y = 1 , x  y. The follow-
ing (exchange) property is fulfilled in every commuta-
tive, residuated po-semigroup (see e.g. pg. 190. in
[13]): For all x, y, z 2 L, x !⇤� (y !⇤� z) = x⇤�y !⇤� z.
For any c 2 M , (M, ⇤�) a commutative, residuated po-
groupoid (x !⇤� c) !⇤� c � x holds for all x 2 M and
an element x 2 M is called c-closed if (x !⇤� c) !⇤�
c = x. We call a bounded, residuated poset (0 is the
least element) zero-closed if all elements of L are 0-
closed. An involution is an antitone bijection (a dual
automorphism) of a poset. A po-groupoid is called in-
volutive if its underlying universe possesses an involu-
tion. Further, a commutative, residuated, zero-closed,

5



Substructural Logics
[Galatos, N., Jipsen, P., Kowalski, T., & Ono, H. (2007). 
Residuated Lattices: An Algebraic Glimpse at 
Substructural Logics, Volume 151. Studies in Logic and 
the Foundations of Mathematics, 532.]

Residuated Lattices        



Substructural Logics: 
classical logic, intuitionistic logic, relevance 
logics, many-valued logics, mathematical 
fuzzy logics, linear logic, and their non-
commutative versions

Residuated Lattices        



Example Integral 
residuated lattices on 

[0,1]
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invariant with respect to three reflections at the hyperplanes, given by {(x, y, z, v) 2 X4 | x = y},
{(x, y, z, v) 2 X4 | y = z}, and {(x, y, z, v) 2 X4 | z = x}, respectively.

Our aim in this paper is to develop a method for deciding associativity from the three-
dimensional graph of an operation. Thus, a geometrical characterization of associativity is
presented here. This provides a deeper understanding of associativity, which turns out to be
fruitful in conjecturing and proving algebraic results in the field of residuated lattices, and in
establishing results in the corresponding nonclassical logics. Moreover, this geometric description
has provided the intuition for a contribution to solving a long-standing open problem in the field
of associative functions [14].

2 Preliminaries

In the present paper we shall consider residuated operations only. On intervals of R binary
operations can be viewed as real functions of two variables, thus making it possible to speak
about analytic properties in addition to algebraic ones. Several algebraic properties have analytic
analogues in this setting. For example, being residuated corresponds to the left-continuity of a
two-place function.

2.1 Residuated groupoids

Let M be a nonempty set. (M, §±) is called a groupoid, if §± is a binary operation on M . A
groupoid is called commutative if §± is commutative. Let (M,∑) be a poset. A mapping of type
M ! M is called an involution if its composition with itself is the identity map of M .

Let (M, §±,∑) be a groupoid on a poset. The groupoid is called partially-ordered (po-groupoid)
if x§±y ∑ x§±z and y§±x ∑ z§±x holds whenever y ∑ z, (x, y, z 2 M). When the underlying universe
is a lattice, a groupoid is called lattice-ordered (l-groupoid) if §± is distributive over the join
operation of the lattice. The groupoid is called residuated ([4, 11]), if there exist two binary
operations !§± and √§± on M (called the left- and the right-residuum, respectively) such that
the following equivalences (called left- and right-adjointness property, respectively) hold:

x§±y ∑ z if and only if x ∑ y!§±z (x, y, z 2 M)
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Figure 5: An ordinal sum
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):

S. Jenei / Fuzzy Sets and Systems 143 (2004) 27–45 37

Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

lattice-ordered groupoid (`-groupoid) is a po-groupoid
which is a lattice L under its partial ordering rela-
tion and the product is distributive on the join, that
is x⇤�(y _ z) = x⇤�y _ x⇤�z and (x _ y)⇤�z = x⇤�y _ x⇤�z
hold for all x, y, z 2 L.

For any commutative binary operation ⇤� on a poset
M the operation !⇤� : M ⇥ M ! M is called the
residuum of ⇤� if for all x, y, z 2 M the following (ad-
jointness) condition is satisfied: x⇤�y  z , x !⇤�
z � y. Equivalently, x !⇤� y is the largest z 2 M
for which x⇤�z  y holds. In this case M is called a
commutative, residuated poset.

Residuated posets can be defined in the non-commutative
case as well: For a po-groupoid (M, ⇤�) the operation
!⇤�l : M ⇥ M ! M (resp. !⇤�r : M ⇥ M ! M)
is called the left-residual (resp. right-residual) of ⇤� if
for all x, y, z 2 M the following left-adjointness (resp.
right-adjointness) condition is satisfied: x⇤�y  z ,
x !⇤�l z � y (resp. y⇤�x  z , x !⇤�r z � y).
Equivalently, x !⇤�l y (resp. x !⇤�r y) is the largest
z 2 M for which x⇤�z  y (resp. z⇤�x  y) holds.
Any operation of a residual pair determines uniquely
the other via adjointness. We note that axioms of a
residuated po-semigroup (`-semigroup) are not inde-
pendent: Residuated semigroups are always partially-
ordered (lattice-ordered) if the underlying universe is
a poset (lattice) see, e.g., [13].

In any commutative, residuated po-groupoid (M, ⇤�,!⇤�
), a  b implies a !⇤� x � b !⇤� x and
x !⇤� a  x !⇤� b for all a, b, x 2 M showing the anti-
tone property of !⇤� in its first and the isotone prop-
erty in its second place. In any commutative, residu-
ated `-groupoid (x _ y) !⇤� z =
(x !⇤� z) ^ (y !⇤� z) and x !⇤� (y ^ z) = (x !⇤�
y) ^ (x !⇤� z) hold for all x, y, z 2 L. In any con-
junctive residuated po-groupoid (1 is its existing top
element) we have x !⇤� y = 1 , x  y. The follow-
ing (exchange) property is fulfilled in every commuta-
tive, residuated po-semigroup (see e.g. pg. 190. in
[13]): For all x, y, z 2 L, x !⇤� (y !⇤� z) = x⇤�y !⇤� z.
For any c 2 M , (M, ⇤�) a commutative, residuated po-
groupoid (x !⇤� c) !⇤� c � x holds for all x 2 M and
an element x 2 M is called c-closed if (x !⇤� c) !⇤�
c = x. We call a bounded, residuated poset (0 is the
least element) zero-closed if all elements of L are 0-
closed. An involution is an antitone bijection (a dual
automorphism) of a poset. A po-groupoid is called in-
volutive if its underlying universe possesses an involu-
tion. Further, a commutative, residuated, zero-closed,

5
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.

Left-Continuous case
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

Jenei (2000)
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.

Jenei (1999)
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):

Jenei (2000)
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

Jenei (2001)
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).

S. Jenei / Fuzzy Sets and Systems 143 (2004) 27–45 43

0 0.2 0.4 0.6 0.8 1
0

0.5
1

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.5
1

0

0.2

0.4

0.6

0.8

1

Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

Jenei-Montagna (2003)
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.

S. Jenei / Fuzzy Sets and Systems 143 (2004) 27–45 35

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.

S. Jenei / Fuzzy Sets and Systems 143 (2004) 27–45 37

Fig. 7. Geometrical explanation of the rotation–annihilation construction.

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

Example residuated lattices
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Fig. 3. TP0:5 and TL0:4 (left). A t-subnorm and a t-norm, which are ordinal sums of t-subnorms (right). See Examples 1
and 3.

the only thing we need to verify that the summand which is just below it (that is, TP) is a t-norm.
Fig. 3 (right) visualizes the latest two ordinal sums.

5. Rotation

The rotation method is introduced in [17] and a characterization theorem is given in [11]. As in
the ordinal sum theorem for t-subnorms, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms). The method produces
left-continuous (but not continuous) t-norms which have strong associated negations from any left-
continuous t-norm T1 which either has no zero divisors or all the zero values of its graph are in a
sub-square of the unit square (see Fig. 4). The construction of t-subnorms is as well possible, see
Remark 1.

Theorem 5. Let N be a strong negation, t its unique !xed point and T be a left-continuous t-norm.
Let T1 be the linear transformation of T into [t; 1], I+ = ]t; 1] and I− = [0; t]. De!ne TRot and ITRot
(of types [0; 1]× [0; 1]→ [0; 1]) by

TRot(x; y) =















T1(x; y) if x; y ∈ I+;
N (IT1(x; N (y))) if (x; y) ∈ I+ × I−;
N (IT1(y; N (x))) if (x; y) ∈ I− × I+;
0 if x; y ∈ I−;

(6)

ITRot(x; y) =















IT1(x; y) if x; y ∈ I+;
N (T1(x; N (y))) if (x; y) ∈ I+ × I−;
1 if (x; y) ∈ I− × I+;
IT1(N (y); N (x)) if x; y ∈ I−:

(7)

TRot is a left-continuous t-norm if and only if either

C1. T has no zero divisors or
C2. there exists c∈ ]0; 1] such that for any zero divisor x of T we have IT (x; 0) = c.
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):
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Fig. 7. Geometrical explanation of the rotation–annihilation construction.
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Fig. 8. T-norms generated by the rotation–annihilation construction, see Example 5.

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1
0

0.5

1
0

0.2

0.4

0.6

0.8

1

Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 9. Other t-norms generated by the rotation–annihilation construction, see Example 5.
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Fig. 13. (TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉.

Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].
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Fig. 2. The triple rotation of TM based on N . (a) TM; (b) R3(TM, N ) = T nM; (c) contour plot of R3(TM, N )]; (d) R3(TM, N ); (e) R32(TM, N );
(f) contour plot of R32(TM, N ); (g) R32(TM, N ); (h) R33(TM, N ); (i) contour plot of R33(TM, N ).

Similarly to Fig. 2, we performed in Fig. 3 the triple rotation method on the algebraic product TP. As can be
seen from Figs. 3(b), (e) and (h), the t-norm R3(TP, N ) has a single discontinuity point (( 1

2 , 1
2 )), the t-norm R32(TP, N )

has exactly three discontinuity points (( 1
4 , 3

4 ), ( 3
4 , 3

4 ) and ( 3
4 , 1

4 )) and the t-norm R33(TP, N ) has 10 discontinuity
points (( n

8 , m
8 ), with (n, m) ∈ {1, 3, 5, 7}2 such that 8!n + m). Figs. 2(b) and 3(b) can also be constructed by

means of the rotation construction of Jenei [8,11]. Otherwise, Figs. 2(e), (h), 3(e) and (h) visualize t-norms that
cannot be described by the rotation construction nor by the rotation-annihilation construction of Jenei [9,12].
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Let T : [0; 1]2 → [0; 1] be a function satisfying (T3), and let N be a strong negation. We say that
T admits the rotation invariance property [19] with respect to N or rotation invariant w.r.t. N if
for all x; y; z ∈ [0; 1] we have T (x; y)6z ⇔ T (y; N (z))6N (x).

3. Annihilation

The nilpotent minimum t-norm TM0 is introduced in [4] in such a way that the values of the
minimum t-norm are replaced by 0 under the negation 1 − x. More formally, for x; y∈ [0; 1] let

TM0(x; y) =
{

0 if y 6 1 − x;
min(x; y) otherwise: (1)

For a visualization, see Fig. 2, and compare with the picture of TM. It is observed that the same
construction works for any strong negation instead of the standard one 1−x, and that the construction
does not result in a t-norm (in fact, the associativity property is violated) if the minimum t-norm is
replaced by the product t-norm.

Motivated by this observation the concept of N -annihilation (N being any strong negation) is
investigated in [15] and a characterization of those continuous t-norms where the annihilated operator
is a t-norm is given as follows:

Let T be a t-norm and N be a strong negation. De!ne the binary operation T(N ) (called the
N -annihilation of T ) as follows:
T(N ) : [0; 1]× [0; 1]→ [0; 1];

T(N )(x; y) =
{

0 if x 6 N (y);
T (x; y) otherwise: (2)
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Fig. 2. The nilpotent minimum TM0 (left), a continuous t-norm (center) and its annihilation TJ which is de!ned in (3)
(right).
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Fig. 12. 3D plots of (TM)〈+〉 (left) and (Tos)〈+〉 (right).
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Example 6. Let TM stands for the minimum operation on [0; 1]. De!ne an ordinal sum with one
 Lukasiewicz summand as follows:

Tos(x; y) =















2
9 + 5

9 max
(

0;
x− 2

9
5
9

+
y− 2

9
5
9

− 1
)

;

if x; y ∈
[ 2

9 ;
5
9

]

;
min(x; y) otherwise:

For the 3D plots of (TM)〈+〉 and (Tos)〈+〉 see Fig. 12.

Example 7. Let the operation ⊕x on N be given by x ⊕x y= (x − 1) · (y − 1) + 1. The graphs of
(TP)〈⊕x〉 and (TP)〈⊕x ;⊕x〉 are presented in Figs. 13 and 14.

Example 8. For the sake of completeness we remark that the left-continuous t-norm which is
introduced by Smutn"a [28] (motivated by the original idea of Budin#cevi#c and Kurili#c [1]) can
be constructed by Theorem 10, see [21].

An Unchartable Wilderness



BL-algebra = divisible + representable 
integral residuated lattice

BL-algebras are subdirect poset products of 
MV-chains and product chains.
[P Jipsen, F. Montagna, Embedding theorems for 
normal GBL-algebras, Journal of Pure and Applied 
Algebra, to appear]

Dropping Topological 
assumptions



involutive Residuated Lattices

Residuated lattice = lattice + residuated monoid (t 
its neutral element)

FLe-algebra = RL + f (f is an arbitrary constant)

Involutive residuated lattice = RL   +   x’’= x
where   x’ = x → f 

Sharp RL = IRL   +     f = t

SIU-algebra = bounded, representable, sharp RL  +



Conic representation: For any conic, IRL 

[S. Jenei, H. Ono, On Involutive FLe-monoids, Archive 
for Mathematical Logic, 2012, DOI: 10.1007/s00153-012-0295-6]

Conic representatioon



1) its negative cone is a BL-chain with only cancellative 
components and 2-element MV-components, and with 
no two consecutive cancellative ones,
2) its positive cone is dual to its negative cone, 
3) the multiplication is given by

[S. Jenei, On the relationship between the rotation construction 
and ordered Abelian groups, Fuzzy Sets and Systems 161 (2010), 
277–284.]
[S. Jenei, F. Montagna, Strongly Involutive Uninorm Algebras,
Journal of Logic and Computation 2012; DOI: 10.1093/logcom/
exs019]

SIU-Chains



All SIU-Chains
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Fig. 1. (⊕P)r (left), its dual ("P)r (right), and (⊕P)s (bottom).

Definition 2. We say that ⊕ ∈ B is border-continuous, if for any y ∈ [t, 1] the function fy : [t, 1] → [t, 1],
fy(x) = x⊕y is continuous at t.

Lemma 1. For any ⊕ ∈ B which is border-continuous the following two statements hold true:

1. x ⊕s y






> t if x, y ∈]t, 1]
≤ t if x ∈ [t, 1] and y ∈ [0, t] and x ≤ y′

> t if x ∈ [t, 1] and y ∈ [0, t] and x > y′

≤ t if x ∈ [0, t] and y ∈ [t, 1] and x ≤ y′

> t if x ∈ [0, t] and y ∈ [t, 1] and x > y′

≤ t if x, y ∈ [0, t]

(11)

2. For any x ∈ [0, 1] the residual x→⊕s t exists and equals x ′.

If, in addition, ⊕s is associative then

3. we have that ⊕s is rotation-invariant with respect to ′, that is, for x, y, z ∈ [0, 1] we have

x ⊕s y ≤ z′ iff y ⊕s z ≤ x ′

and consequently,
4. ⊕s is residuated, that is, for all x, y ∈ [0, 1] the maximum of the set {z ∈ [0, 1] | x ⊕s z ≤ y} exists.
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Fig. 2. Illustration for items 2 and 3 of Theorem 5, see Example 1.
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Fig. 2. Illustration for items 2 and 3 of Theorem 5, see Example 1.
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Definition 2. We say that ⊕ ∈ B is border-continuous, if for any y ∈ [t, 1] the function fy : [t, 1] → [t, 1],
fy(x) = x⊕y is continuous at t.

Lemma 1. For any ⊕ ∈ B which is border-continuous the following two statements hold true:

1. x ⊕s y






> t if x, y ∈]t, 1]
≤ t if x ∈ [t, 1] and y ∈ [0, t] and x ≤ y′

> t if x ∈ [t, 1] and y ∈ [0, t] and x > y′

≤ t if x ∈ [0, t] and y ∈ [t, 1] and x ≤ y′

> t if x ∈ [0, t] and y ∈ [t, 1] and x > y′

≤ t if x, y ∈ [0, t]

(11)

2. For any x ∈ [0, 1] the residual x→⊕s t exists and equals x ′.

If, in addition, ⊕s is associative then

3. we have that ⊕s is rotation-invariant with respect to ′, that is, for x, y, z ∈ [0, 1] we have

x ⊕s y ≤ z′ iff y ⊕s z ≤ x ′

and consequently,
4. ⊕s is residuated, that is, for all x, y ∈ [0, 1] the maximum of the set {z ∈ [0, 1] | x ⊕s z ≤ y} exists.

SIU-Chain - 2
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Fig. 2. Illustration for items 2 and 3 of Theorem 5, see Example 1.
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Fig. 2. Illustration for items 2 and 3 of Theorem 5, see Example 1.
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Absorbent Continuous Sharp REsiduated 
monoids on Weakly real Chains

Call a chain ⟨X, ≤⟩ weakly real if X is order-
dense and complete, there exists a dense Y ⊂X 
with|Y|<|X|, and for any x,y∈Y there exist 
u,v∈Y such that u>x,v>y, and there exists a 
strictly increasing function from [x, u] into [y, 
v].

For x∈X-,  a(x) = inf { u∈X- :  u⨂x = x}
Absorbent continuity = for x ∈ X-,    a(x)⨂x = x



Absorbent Continuous Sharp Residuated 
monoids on Weakly real Chains

1) its negative cone is a BL-algebra with only 
cancellative components and 2-element MV-
components, and with no two consecutive 
cancellative ones,
2) its positive cone is dual to its negative cone, 
3) the multiplication is given by
[S. Jenei, F. Montagna, Classification of absorbent-
continuous, sharp FLe-algebras on weakly real chains, 
submitted]
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Definition 2. We say that ⊕ ∈ B is border-continuous, if for any y ∈ [t, 1] the function fy : [t, 1] → [t, 1],
fy(x) = x⊕y is continuous at t.

Lemma 1. For any ⊕ ∈ B which is border-continuous the following two statements hold true:

1. x ⊕s y






> t if x, y ∈]t, 1]
≤ t if x ∈ [t, 1] and y ∈ [0, t] and x ≤ y′

> t if x ∈ [t, 1] and y ∈ [0, t] and x > y′

≤ t if x ∈ [0, t] and y ∈ [t, 1] and x ≤ y′

> t if x ∈ [0, t] and y ∈ [t, 1] and x > y′

≤ t if x, y ∈ [0, t]

(11)

2. For any x ∈ [0, 1] the residual x→⊕s t exists and equals x ′.

If, in addition, ⊕s is associative then

3. we have that ⊕s is rotation-invariant with respect to ′, that is, for x, y, z ∈ [0, 1] we have

x ⊕s y ≤ z′ iff y ⊕s z ≤ x ′

and consequently,
4. ⊕s is residuated, that is, for all x, y ∈ [0, 1] the maximum of the set {z ∈ [0, 1] | x ⊕s z ≤ y} exists.
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Fig. 2. Illustration for items 2 and 3 of Theorem 5, see Example 1.
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Absorbent Continuous Sharp Residuated 
monoids on Weakly real Chains



Sharp residuated monoids on weakly real 
chains has this representation ⇔ ⨂	
  is	
  
absorbent continuous

Absorbent continuity is a most relaxed version 
of the naturally ordered condition such that 
the algebra has this form.

Absorbent Continuous Sharp Residuated 
monoids on Weakly real Chains



Postulating the involutivity condition does not 
help at all in the integral case.

Absorbent Continuous Sharp Residuated 
monoids on Weakly real Chains

S. Jenei / Fuzzy Sets and Systems 143 (2004) 27–45 35
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Fig. 6. Rotations of ordinal sums.

6. Rotation–annihilation

The rotation–annihilation method was introduced in [18]. It produces left-continuous (but not
continuous) t-norms which have strong associated negations from a pair of connectives, as it is
given in the following de!nition. Again, we remark, that it is not possible to provide any further
generalization of the method (which still produces t-norms or t-subnorms).

De!nition 2 (Jenei [15]). Let N be a strong negation and t be its unique !xed point. Let d∈]t; 1].
Then Nd : [0; 1]→ [0; 1] de!ned by

Nd(x) =
N (x · (d− N (d)) + N (d)) − N (d)

d− N (d)

is a strong negation. Call Nd the zoomed d-negation of N .

De!nition 3. Let N be a strong negation, t its unique !xed point, ∈]t; 1[ and Nd be the zoomed
d-negation of N . Let T1 be a left-continuous t-subnorm.

i. If T1 has no zero divisors then let T2 be a left-continuous t-subnorm which admits the rotation
invariance property w.r.t. Nd. Further, let I− = [0; N (d)[; I 0 = [N (d); d] and I+ =]d; 1].

ii. If T1 has zero divisors then let T2 be a left-continuous t-norm which admits the rotation
invariance property w.r.t. Nd (it is equivalent to saying that T2 is a left-continuous t-norm with
strong associated negation equal with Nd, see [19]). Further, let I− = [0; N (d)]; I 0 =]N (d); d[ and
I+ = [d; 1].

Let T3 be the linear transformation of T1 into [d; 1], T4 be the linear transformation of T2 into
[N (d); d] and T5 : [N (d); d]2 → [N (d); d] be the annihilation of T4 given by

T5(x; y) =
{

0 if x; y ∈ [N (d); d] and x 6 N (y);
T4(x; y) if x; y ∈ [N (d); d] and x ¿ N (y):



Thank you for 
Your attention!




